RUSSIAN ACADEMY OF SCIENCES
TRAPEZNIKOV INSTITUTE OF CONTROL SCIENCESCS RAS

M.V. Belov and DA. Novikov

MODELS OF TECHNOLOGIES

2019



BELOV, M.V. and NOVIKOV, D.A., Models of Technologies
Heidelbeg: Springer, 202Q. 113 p.

ISBN 978-3-030-310837
DOI 10.1007/9783-030-310844

The methodologyof complexactivity is further elaboratd with a setof in-
terconnected mathematical modelat describethe processes afechnology
design,adoptionand us.

Thetechnology ottomplex activityand its general modetse considered in
Chapterl. The models othe processes déchnologydesign and aoptionare
introduced inChapter2. The models of technology managemard presented in
Chapter3. Finally, the analyticalcomplexity and erra of solving technology
desigroptimization problemsire estimated i€hapter4.

This book is addressedo experts andesearchers interested in the general
principles of activity organization and control of complex organizational and
technical systems
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INTRODUCTION

Without any doubt the history of mankind developmentcan be
called thehistory of technologicalprogress Really, technologiesare
demandedby economyand society have acceleratedgrowtly are the
systemicallyimportant (backbong elementsof any production finally,
maintain the existence and further development of maniiad, 52. ,
66.]. All thesefactorsdeterminethe conceptualmeaningof the above
staement In addition it seemssomewhapopulistic fashionableexpres-
sionslike fitechnologicakevolution oconfergingtechnologies oneural
technologies ddigifal technologies 0 aré alternating each other rdpi
ly, causing agracious smile of professionals and a muddle of men in the
street

In accordancavith the definition of the Merriani WebsterDiction-
ary, technologyis (1a) the practical application of knowledge especially
in a particular area; (1b): a capability given by the practical application of
knowledge; (2) a manner of accomplishing a task especially usihg tec
nical processes, methods, or knowledge; (3) the specialized aspects of a
particular field of endeavoilhis term originates from Gred&chnologia
(technU -artlogiai$ loiglyl) , + spstematic megtmeit of
anart 0

In [12.,49.], atechnologywas definedas a systemof conditions
criteria. forms, methodsand meansfor achievinga desiredgoal The
models of technologgesign, adoption and usescribed below will rest
on thisdefinition.

Themodelsof technologiesanbe classifiedin the following general
way, in the descending order of their scale

1) ficivilization models @hich reflect the generalfimacra laws of
technologydesignand interaction with societyver characteristic periods
of century or decades (technological structures, Kondratiev cycles, etc.
[27.,42.,46.]);

2) finnovations mode)é which study the generallaws of innova-
tions initiation, implementationand deploymenfidiffusion at the micro

! The term fitechnology was introducedin 1772by German scientist Johann
Beckmann to mean the science of trade
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level, including the scale of economic sectors and organizdd@nf (an
innovation is a new technology)

3) factivity modelsd which study the general organization laws of
any activity, including those of theesignand use of different activity
technologieg§12.];

4) fimodelsstandardgd which are being intensively developed in
SystemsEngineeringand contain the weBystemdrzed extensions of
best practices from practical or industrial actiyg., 72.].

5) fisubjectmatter modelsd which describespecific technologies in
different sectors

This bookK is focusedon the third (activity-related level of the cla-
sification and further develofhke original results of the authors presen
ed in[9.112.]; also se€haper 1. A systemati®verviewof thefirst two
classef the modelsseemsunreasonablelueto their extremerichness
and fast evolution; moreover, it would be beyond the scope of #iis r
searchThefourth class of the models is fixed while the fifbhe consists
of concrete (angpecifig elements, and hence they should not be-ove
viewed too

Technologiesmay have different translationforms such as flow
charts and process regulations imndustrial production construction
documents in buildingnetwak diagrams in project managemehtis-
ness processes descriptions in the activity of organizations,Tléc
generalfform is aninformation modethatdescribeghe actoiés statesand
alsothe actions(together with the corresponding methods and mdans
transform it Much attentionbelow will be thereforepaid to the infa-
mation models of technologieg\t the sametime, the computerized
designand management tools for the information models of products and
technologies known a€ontinuous Acquisition and Lifecycle Support
(CALS) systems Computer Aided Design, Manufacturirand Eng-
neering (CAD, CAM, CAE) systems andProduct Data Managesnt
(PDM) systems will be not considered in this book because they are
merely a particular (Beit modern) case of technology translation means

On the one hand the designof eachtechnologyincludesthe gen-
eral-systemand alsospecific componentsWe will adoptthe general
systemapproaches only, which neglect any sectoral specifcsthe

2The researctwas partially supported by the Russian Scientific Foundation,
project no. 1619-10609
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other hand the design of eachtechnologyincludes routine and also
creativecomponentsThis bookdoesnot pretendto modelcreation

From a mathematical viewpoint, a technology isaégorithm that
describes a multivariant scenario of activity which multiplicity is
caused by external and internal conditiohfowever the automatic
design and optimization problems of nontrivial algorithms with given
propertie$ either cannot be solved in general form or have a very high
computational intensenessAs a result a technology is oftedesigned
using itsdecompositiorinto interconnected simple parts or sohsiris-
tics.

A technology can be interpreted amappingof the set okituations
(current states and, perhapig history of system, reqeiments to result,
constraints, ety into the set ofactionsand utilizedresourcesIn other
words, Awhat, how, and by which
situation As a matter of fact,echnologydesign and adoptiooonsist in
proper search and operation of these mapping<Clsagter2 for details

A technologyis often representeésa graph a finite set of states
and transitions between thegimerhaps, the latter functionally depend on
available resourcgs

For a technologydefinedby a function optimization problems can
be formulated as followdind an optimal value of an efficiency criterion
subject to given constraints “‘and
Such optimization problems will be studiedGhapter3.

Control mechanismgthe sets of rules and proceduireBmappings)
can be treatedas a fitechnology of managerial decisiemaking they
describe the desired behavior of a controlidedment (agentand the
corresponding decisions of a contrelement (Principal)in different
situations Technologiesneedto be optimized in many casesusing ex-
haustiveand heuristicsearch methodd.he designand adoptionof tech-
nologies often involve the smalled typical solutions Thus, the coe-
sponding anaytical complexity and erra have to be analyzed; see
Chapter4 below.

% As a rule, the results obtained within the framework of mathematical logic and
automata theory are very concrete and can be included in the fifth class of the
models(somewhat conventionally
*In accordancewith this approach optimal positional control designis the
design and further optimization of a control technology
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This book is organiz&ds follows.The technology of complexca
tivity and its general models acensideredn Chapterl. The models of
technologydesignandadoptionare introduced irfChapter2. The models
of technology management are presente@hapter3. Finally, theara-
Iytical complexity and errarof solving technologydesigroptimization
problems are estimated @hapter4.

1. TECHNOLOGY OF COMPLEX ACTIVITY

In this chapter, usinghe resultsof [12. ], the technology control
problem for the complex activify(CA) of organizational and technical
systems(OTS9 is formalized

Therole andplaceof technologiesn complexactivity arediscussed
in Section1l.1 The mostimportant peculiaritiesof the CA of modern
adaptiveextendedenterprisesare analyzedin Sectionl1.2 The formal
modelsof their CA are studied in Section 1.3. The information models to
manage theéechnologycomponent®f CA are considered in Sectidn4.
Some weHlknown models and methods are briefly overviewed in Section
1.5 The managemenproblemsof technologycomponents of CA are
stated in Section.&.

1.1.Role and place of technologies in complex activity

Methodology of complex activity The problematiqueconsideredn
this subsectioris a subsebf the control problemsfor organizationabnd
technicalsystems(OTS9 and their complex activitfCA), which was
thoroughly studied in the monografi?.].

An importantresultof [12.] consistsin the fixation of a set of ¢&
trol means for OTSs. Among them, the key role is played by the ma

® Chapters consist of sectio®rmulas are numbered independently within each
chapter while the figures, tables, examples and propositions continuously
throughout the boak

® An activity is a purposefulbehaviorof a human A complex activity is an
activity with a nontrivial internalstructure with multiple andor changingactors,
tecologies and roles of the subject matter in its relevant context [12].

An organizational and téaical system is a complex system that consists of
humanstechnical and natural elements
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agement of technology components of the CA performed by OASs
technologyis definedas a system afonditions, criteria, forms, methods
and means for achieving sequentially a given goal; see the Introduction.
The managementof technologycomponent®f CA is understoodas the
activity towards the development of technology components in the form
of information models and their maintenance in an adequate state in
accodance withexternalconditions(environment) This bookis focused
onthe development and management of technoboggponentas major
problems. Itrepresents logical continuationof the monograpH12.] but
is a separate studs well

The conceptof anorganizational and technical systemedin [12.]
actually extends the definitions of technjaaiganizationa[56. ], ergatic
and sociotechnical systems, matchingamesensd h e enterpns® f
[60.] in the Western academic literatur€his term seemsmore natural
for the context of this bookHereinafter,the concepts of a®TS and
entaprise will be used equivaldpt

Note that the enterpriseshemselvesreateno utility: of crucial im-
portance is their activity, which produces a result of real vdlnerefore
while consideringenterprisesfirst of all we haveto analyzetheir com-
plex activity using the approaches and resultsthi methodology of
complex activityf12.].

The following results were established within the methodoloigy
complex activity{12.] and are of direct relevance to technologies.

1) A technologyis a key component of any structural elementosf a
tivity.

2) A technologydeterminegheresultof CA up to the realized event
of uncertainty

3) Technologydevelopmenis the key stagethatincludesthe activi-
ty stepsfor achievinga targetresult(goal) atthe phaseof activity imple-
mentation The requirementsto this result are formulated and further
specifiedat the stage of goaletting and structuring of goals and tasks

4) Technologydesignis the activity whosesubject matters always
a new (e.g., further specifigdinformation model of CA and/ocanother
subject matter

5) The deign of new technologies of CA can be described by two
processes that are intended to operate informajoacéss(a)) and
material objects (process (b))

(a) the designandspecificationof goal, conditions forms, mekh-
ods, meangéincluding resourcesand criteria;
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(b) the definite organizationof material resourcesinformation
resources are organizddringthe design procegs

6) Thetechnology of any element of CA is described by the logical,
causeeffect and process models in combination with the risooelower
SEAs and elementary operations

7) A newly createdechnologyandits resultmay and mustbe veri-
fied andor falsified (at the epistemological leyeandor tesed at the
technology implementation level

8) Thelife cycle of a technologyincludesthree phasesasfollows:
developmeritreation(an analogof the organizationand designphasé;
productive use, with a possible return to the first phase (an analog of the
technological phase or the implementation phas®infinite existencen
form of historical data, with a possible return to the second phase

9) Technologiesarea link betweenthe animate(staffOTS) and n-
animate(producttechnological compléxelements and subject matters of
activity.

10) The need for technology developmengtisreatienessriterion
of activity.

11) To a considerabledegree technology designis specific and
hence can be optimized only up to thevelopmenof several alternatives
with furtherchoiceof abest one

12) Managing the technology of CA is a complastivity towards
creating the information models of its components (including resources)
and maintaining them in actual state through modernizations.

These general postulates will be described in detail below

Technology and structural element of activity The monograph
[12.] laid the theoreticalfoundationsof this researclby introducing the
methodology of complex activity as an extension of general methodology
[49.] to the case of any compléwumanactivity with a nontrivial muli:
level internal structuren particular the basicelementof CA modeling
and analysi$ the structural element of activifSEA)i was identified
and the logical, causeffect (causal) and process structures of complex
activity were described in constructive terms

The model of the structural element of activity is showrFig 1
[12.]. The arrows in this diagram have the following semanfide
arrow from the actor to thBneed$goal task® aggregate indicates that
the actor accepts the demand (and need) and executes treettjogl
The arrows from the actor tiie technology and tdhe actionsindicate
that the actor executes actions (aatsaccorénce withthe technology

9



The arrow fran the result to the actandicates that the actavaluaes
the outputas well as performself-regulation and reflection

) h

y
I:{)[ Technology ]I:> Actions ]I:.'>[ Result ]
\

7 3 ' -
1 T Subject
matter /

Fig. 1. Model of structural element of activity

,

-

o R —

The arrows fronthetechnology and actions to the subject matter
dicatethat the subject matter is transformed by the adticaccorance
with the technology Finally, the arrow from the subject matter to the
resultindicatesthat the result is the final state of the tfanwed subject
matterand its evolution in the course of activity

Technology is the key component of any SEA that determines-its r
sult

The phases, stages and steps of the life cycle of CA are presented in
Tablel. Stage lll (echnologydevelopment)s the key stagethatincludes
the activity stepsfor achievingatargetresult(goal) atthe phaseof activi-
ty implementation The requirementgo this result are formulated and
further specifiedat the stage of goaletting and structuring of goals and
tasks
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Tablel. Phases, stages and steps of life cycle of CA

Phase Stage Step
|. Establishing 1. Establishing demand and recognizing
demand and needs
recognizingneeds
Il. Goalsetting and | 2. Designingdgicalmodel
structuring of goals
and tasks
= [1l. Developing 3. Verifyingtechnologyreadinessand
Y} technology resources sufficiency
@ 4. Designing causeffect model
] 5. Designing technologies of lower CA
elements
6. Creating/modernizing resources
7. Scheduling and resource planning
8. Performing resource optimization
9. Assigning actors and defining responsiby
ties
10. Assigning resources
§ IV.Executing 11. Executing actions and forming output
I;: actions and fom-
E Ing output
L
>
-
o
=
o V.Evaluatimg 12. Evaluatig output andperforming
5 output andper- reflection
w formingreflection
T
L
o4

Information models Complex activity is implementedtogether
with the development and modification of isformation modél(IM) of

" We will consider an information model as a model of an object represented in
the form of information that describes the significant parameters and variables of
the object, the relations between them and also the inputs and outputs of the
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the subject matter and CAherecentdecadediave been remarkable for
a growingrole of the information model developedn parallel with CA
implementationand alsowith the evolution of the subject mattdMs
have becomecomplicated and a topical problemis to developefficient
operation procedures for information models and knowledge reanag
ment.

Complex activity in the field of complex OTSs is actually igpl
mented in the form of two interconnected parallel processes as follows

1) the development and maintenaroecluding modification of an
information model

2) the executionof actionsover an objectin accordancewith this
model and also the guaranteealetion of the object during its life cycle
(activity itself).

This transformatiorhas become an objective source for reviewing
the role of information in social life; for example, see numerous sliscu
sions on Ainformati on ndplmadii @oms ,
Adi gital economy, 06 iknowledge eco

An information modelgenerallycontainsnot only normative(prior)
information on complex activity but also opépnal (online) information
and predictive information for concrete objeatswell as various histier
cal data and auxiliary knowledge with different level of detail and degree
of formalization

The gradualcomplicationof IMs and the increaseof their role re-
quire the development of efficient methods and tools for creatingygtori
using, modifying and maintaining IM3 hesemethods proceduresand
meansarethe subject matter of several fields of knowledge and activity
of information technology

Technology éements The abovedefinition of technologiesunde-
lines that thetechnology of CA is purposeful, i.e., oriented towards
achieving a given goaflhis definition not just outlineghe setof tech-
nology elementsbut determines their ordered collection, representing a
technology as a systendlso this definition specifieshe following
technology elements

i. the ®oncreteconditions under which CA is implemented

ii. the organizational forms of CA

object. An infornation model can be used to simulate all possible states of an
object by supplying information about its input variations.
12



iii. the methods of CA as a concept that extends operations &Rd tec

niques

iv. the implementation means of CA

v. the criteria of goal achievement

All technology elements are information&howledgé or material
Conditions(elementi) describe in which circumstances and under which
rules CA is implementedn other words, a condition is an information
object but it may describe material objectse sameappliesto forms
(i), methodg(iii) and criteria(v). The implementatiormeansof CA (iv)
are, in the first place, resources; see the monodd#plh. Thus elements
and materialHence goatsettingandthe developmenbf new technob-
giesof CA canberepresented by two processes as follows:

a) the design and further specification of the goal, conditions,
forms, methods, mealfimcluding resourcesind criteria of CA;
b) the organizationof material resourcegnote that information
resources are orgaad in the course of design
Procesqa) is intendedto operateinformationwhile process (b) material
objects.

An information model containsall information on the relevantac-
tivity. Therefore we may claim that goalsettingand technologydevd-
opmentare an activity with a new (e.g., detailedl information model as
the subject mattetn particular it establishes correspondence between
elementsiiiii and resources. In special cases, the resources themselves
can be the subject matter too

A prerequidie for goatsetting and technologydevelopmentis to
predict how technology implementation will guarantee the achievement
of activity goals under possible uncertainfyhis is connectedwith a
fundamental feature of new technologies: the developmenpiautcal
use of a new technology are separated in.tireehnologydevelopment
corresponds to the initial stages of its life cydeedictioncanbe very
difficult andtreatedas an independent complex activitihis processhas
specificsbut, for predidive purposes, thenpactof uncertaintycan and
must be structured into the two genesgstem attributes considered
above First, these are the primary sources of uncertdib®y ] as fd-
lows:

9 theuncertaintyin the environmerit the external demand and exte
nal conditions, requirements and norms

13



9 the uncertaintyin the technologyand subjectmattei the means,
methodsand factors
9 the uncertaintyin the actor fecognizing the needs, gesstting,
executing the actions, evaluating the result and deeisaing
(ading as the subject of CA or not)
Second, these are the structuring binary attriqut2q as follows
T Will the result have the planned properties or func®ons
T Will the final properties and functions of the result yield the desired
effect in the interaction with the einenmen®
1 Will the propertiesof the resultmatch the future demand when the
result is presented to the custofher
T Will the environmentmatchthe currentprediction of its state when
the result is presented to the custdmer
On the onehand atechnologyis a collectionof interconnecteatle-
mentsiiv; on the otherany SEA can be described by the structural,

causeeffect (causal) and process modgl&. ]. Due to the fractality of

CA elements, a complete description must include the models of all lower
elements in the logical structure of CA&ucha collection of models
reflects theconditions, forms, methods, means and criteria of goal
achievement, i.e.the technology element§herefore at the general

systemlevel we may claim the following [12. ]: the technology of any
CA element is described bthe structural, causeffect and process
models together with the models of lower SEAs and elementargn-oper
tions
Technologytesting Any activity is reflexivein thefollowing sense
generally a newly createdtechnologyand its result can and must be
verified andor falsified (at the epistemological leyedndor checked at
thetechnology implementatiolevel. Sucha checkcanbe calledtesting
On the one hand, the technology of CA has a considerable share of
specific componenté&he technologies aflementary operationsOn the
other hand, it includes the logical, cawestect and process models of
CA, which determine its generaystem components
Therefore technologytesting(including the completenessf its de-
scription) also has generalystemspecifics. Thewill be formulatedasa
list of testble conditions that must be satisfied for a new technology.
I.  The structural completenesand consistencyof technological
goal§ the logical structure and thlsaibgoals structure of therce
tral SEA

14



VI.

VILI.

The availability of a specifiedactorandtechnology(SEA or eé-
mentary operatiorfor eachtechnological goal

The availability of specifiedcharacteristic$or the subject matter

of CA for each of the subgoals, which can be used to check their
achievement ahevaluate the efficiency

The mutuallogical consistencyf the actors and technologies a
sociated with the subgoals structure and also with the resource
poolsfor their support and organization

The availability of a specifiedresourceallocationmechanisnfor
thefunctionsperformed by the actors all lower SEAsor for the
technologies of all lower elementary operations (in particular, for
making the goals and preferences of individuals as the actors of
SEAs consistent with the goals of the cehEEA)

The availability of specifieduncertaineventsandresponse rules

for them within the central SEfprocedures for decisiemaking

or escalating current problems to higher SEAs

The consistency and coordination of the logical and cefiset
structures

Testsli VII canbe implementedogethemwithin a separate reflexive

operation or independently embedded into separate operations

Life cycle of technology. As wasnotedin [12. ], a specialcaseof

resourcesis knowledgeand technologies(technological knowledge as
operational knowledge; sé&ég. 2).

15



Life cyc e hases Lllze cycle stages ?f
nowle ge poo nowledge pool

[ Initiating need ]

l

| Recognizing need |

!

Seeking and revealing
knowledge

DESIGN PHASE L ]

Generating/acquiring
knowledge

|

Structuring of knowledge

|
¥

IMPLEMENTATION i
A Using knowledge

|

Knowledge modernization

Knowledge is
resented in final
‘orm and used for

d purpose

v

Analyzing and correcting
management technology for
l knowledge pool

]

Fig. 2. Life cycle of technology as operational knowledge

REFLECTION PHASE

Thelife cycle of knowledge as an object is simple and incluthese
phasessfollows:

1. developmeritreation(an analogof the organizationand design
phasg;

2. productive use, with a possible return to the first phase (an analog
of the technological phasalso calledhe implementation phase)

3. an infinite existence in form of historical data, with a possible r
turn to thesecond phasghe reflexion phase)

If knowledgeis usedasan elementof sometechnology(operational
knowledgg, then the life cycle of its podFig. 2) is similar to the life
cycle of a resource pofl2.].

Technologies and hierarchical stacture of CA. From the viev-
point of the logical structure of GAhe relations of upper and lower
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SEAs in terms of the subject matters and actors of tlogivityg can be
described byrable2.

Herethe columnscorrespondo the upper(superioy SEAs while the
rows to the lowelsubordinate ones. Eaclctell reflectsthe relation be-
tweenupper and lower SEAS he subjectmatterof lower SEAscanbe
any elementof the upper SEA. In other words lower SEAs may be
organizedfor creatingexecutingtransforming a subject mattezsult
technology or actofOTS).

As is well illustrated by Table 2, knowledgé technologydescrp-
tioni fepresentsa connecting link between the animgaffOTS) and
inanimate(producttechnological compléxelements and subject matters
of activity.

Table2. Relations letween subject matters and actors of SEAs

Upper SEAs
Material product Knowledge OTS
8
= , Creatingproducts | , . NO
B g, Creating product (equipment) for (indirectly through
s components technology ktnO\r/]vIeclige_ and
= echnologie}
2 =
w| g .
‘Q 2 Igrﬁ%tlm%ﬁggsr%r Creating comp- Creating techna-
ﬂgﬁ = pr%ducgmanufac- nents of technolg- | gy d OTS functio-
g ; ;
3 g e ical process ing
NO -
n P Stafftrainingfor q
5 | “nonicdo ana | executingechno- | TIRTEIENG OTS
technologie$ logicalprocess

Complexactivity hasa logical structure the goal of eachSEA s de-
composednto the lower subgoalswhich have causeffect relationsThe
technologyof CA determineghe causeeffectrelationsbetweerthe goals
of CAI the SEAs and elementaryoperations For example design
erection maintenancend other works must be performed in a definite
sequence for obtaining a required result

17



Creative activity and technologiesCreativeCA andcreativeSEAS
arean activity that generatesn a priori uncertaindemandfor the results
of ana priori unknownactivity whose technology has to designedn
the course of the former activitin otherwords the needfor technology
designis acriterionofact i vi t yds creativeness

Creativeactivity (creativeSEAS is an activity with anincompletely
defined(partially known) technologst the time of its beginning. Theer
fore, the technologyof creativeactivity is designedduringits impleme-
tation This technologyis unknowndueto the uncertaindemand anfdr a
priori uncertain specification of its resulCreative activityproduces a
result that is not completely specified at the time of its beginrkiog
example considerthe activity of designand production managersre-
searchersthe producers of movies and shows, the partners of law firms,
etc. The actors of creative CA independently determine the structure and
characteristics of complex result and hence the structure and technology
of activity. In fact they are the engineersof activity (as a systejnand
also the engineers of its resits a systejn A fundamentaldifference
betweenthe creative and replicative (and regula) CAs is that the for-
meids structurecontains at least one fragment in which the subject matter
of activity is the technology of anoth@ower) fragment of CA. This
follows from the need for a new technology to be designed during-activ
ty implementation

Designof optimal technology. To a considerablalegree technob-
gy designis a specificprocessTherefore it canbe optimizedonly up to
the development afeveral alternativesvith furtherchdce ofa best one.
(Note that the number of such alternatives affects the computational
complexty of this proces$.In many casestechnologydesignis heurs-
tic, which requires the use of appropriate error estimation metBuodils
aspectgcomplexity and errodswill be considered in Chapter 4 of the
book

At the same time, technology desigstablishes some requirements
to resources, which leads to several optimization problems as follows

- determining an optimal set of resource pools in accordance with the
needs of technologies of different CA elements

- determining an optimal amount cd@h resource popl

- maintaining the characteristics of resources within given ranges in
an optimal way during their life cycle

The designof new technologiesncludes(a) a generalsystem part
(here,of secondaryole) with the abovementionedresourceoptimization

18



problemsand (b) a specific part with the design of technologies of all
elementary operations and also the logical and eeffiset structures
Dueto thesespecificsthe corresponding optimization problems cannot be
formulated at the generaystem levelHowever for this parta seriesof
generalsystem recommendationr requirements can be formulated,
which will serve as bases forwdopingalternativegand choosing a best
one among them)

First, all technologies can be divided into groups by tlesiels of
maturity, testednesssuitability, or readinessDifferent tools of organia-
tion and management have to be used for the elensér@®A\ whose
technologieselong to different groupdn the most general case, there
exist three groups of technologies as follows (in a certain sense, groups 1
and 3 are polar)

Groupl. Well-known technologiesusedwithout any modifications
or with slight modificationsnot affecing the technologicaluncertainty
For example the replication of a well-known component(assembly or
end produc} using a weHknown technology on a new production site;
the production of a weknown component using a wddhown technas-
gy with a small bange ofits dimensims In thesesituations the technb
ogy of a new element of activity is a priori known and is actually copied

Group3. Fundamentallynew technologieswith a considerabldevel
of the technologicaluncertaintyfor which the possibility of successful
implementation can bevaluatedy subjective expertise onlfFor exam-
ple, the useof newprocessingrinciplesfor raw materialsn manufactu-
ing; repair andmaintenancevorksin uncertain conditions (the significant
characteristics ofrmobjectthat affect the repair and maintenance man
hours and also the result of these works are a priori unknown and can be
evaluatedonly in their course)ln these situations, the technology
activity is designed during the activity itself

Group?2. The technologies not included in groups 1 anzb@er all
intermediate situations with a considerabl@riori knownpart of tet-
nology. Technologicaluncertaintycanbe measurable dirue, but without
any considerable effect on the final result

Secondintroducethe generalsystembaseghat will be used in fi:
ther recommendationfecall that someapproacheso eliminate unce-

tainty were consideredn the book[12. ]. One of the important congl
sions established there is as follow®r thecaseof a true uncertainty
with completely unknown characteristics of events, all or some gemp
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nents ofthe activity and/or environmenturn out to be insufficiently
studied Therefore in this case activity representshe acquisition of new
knowledge,causng madifications in its techmlogy during implemerat-
tion.

Hence a naturalbasefor furtherrecommendations amoreprecise
anddetailedfixation of elements of activity with small level of uncentai
ty. This allows us to specifithe domain of uncertainty the existing
knowledge, ando get focused on the really uncertainty elemebtsse-
guently, the generalsystemrecommendationbave to deal witta more
precise and detailed description of all elements ofil€#&erms of subject
matter, actions, technologies and other bases as svelitla the localia-
tion of wuncertainty or the extens

Thus the following recommendations on the design of specifis-tec
nologies can be suggested

a) Structurethe subjectmatterof CA, with sufficientlevel of detail
for amoreprecise localization of its highly uncertain elements and, at the
same time, identify its standard (typical) elements for which resalye
solutions can badopted For example a key trendof modernproduction
technologiesis a wide use of purchasedcomponents for end products
(about65%cost of a modern car is accounted for standard parts).

b) With sufficient level of detail structurethe technologiesof CA.
This recommendatiorhas a close connectionwith recommendatiora):
separate the elements axdtivity that belong to different group$ 3 and
apply different approaches to them in order to improve the efficiency of
activity. In practice, this recommendation covers the detailed spacific
tion of technological operations and also planning

c) Develg andstudyalternativesfor the technology of activity and
also for its subject matter and elemeni&he developmentof several
alternativesunder high uncertaintyis equivalentto the formation and
testing of several hypotheses about an a priori unknolpyect, which
increases the amount of knowledge about it

d) Employ the scenario approach for predictibifferent scenarios
of possible events development also increase the amount of knowledge
(although, subjectiyeabout the uncertain future. THisowledgecanbe
usedfor technologydesign For example the developmenstrategyof a
retail bank (a specialcaseof CA technology is designedusing some
long-term forecasts scenarios for the dynamics of financial and stock
exchange markets, even desttiite subjectivism of such an approach
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e) Stipulatefor the intermediate and preliminary actions on integra
ing the elements of the subject matter and technology into a unified
system Theuncertaintyin anycomplexsystemis directly connected with
complexty and emergengenhich often causes considerable problems
during system integratiof-or example the designof a new model of a
modernaircraft or car includes the design of very many heterogeneous
systems, assemblies and unidsie to their different characterthe com-
ponentsof a productare designed by separate groups of engineéten
from different firms (or even countriedh this case, the integration of an
end product becomes a complex procasssisting of several intermied
ate stages

f) Stipulatefor the additionalactionson refining the needs, i.e., tka
ing a more precise specification of the desired characteristics of the
subject matterThe complexity, emergence and uncertainty of the subject
matter and goal of CA as a complex system @eduncomplete
knowledge on the needs at the early stages of I@Ather words, a
natural situation is when the actor and also all external users of the CA
result (customershave inaccurate estimations of its goatbe target
values for the characterissi of the CA subject matteFherefore in the
recentdecadeghe traditional customerfeedbackmethodsof needsre-
finementhavebeensupplementeavith special management tools used in
uncertain needs conditions, suchAgile andSCRUM

g) Stipulatefor intermediatechecksof activityi i the evolution of the
subject mat t eiri@ an earlyidentificatibneof anystheir ¢ s
deviations from the required dyna® In the modern project and ggr
gram management, product life cycles management, a commnmmipfe
is to plan and perform intermediatests called the checkpoints, mil
stones or gates of decisiomaking. Eachtestis a priori specified by
several groups of rulegirst, the matterconcernshe rules determining
the times oftesk. They can be associatedvith the executiontimes of
separatdasks(e.g., 10days after the beginning of wodkstages or even
steps of activityan alternative approach is to determine the timeasstf
depending on the evoluti onicsorhe t h
second group of rules specifieseto f t he subj ect matt
and their combinations to lestd The third group describes all nece
sary actions to be performed after etegtdepending on its results

h) Stipulate fora checkingprocedure for th&CA technology rather
thanfor its result Sucha procedurecanbe used(1) to identify incipient
problemsas soon as possibleand (2) to reveal the manifestations of
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problem$ any devi ations of t hesfrenuthg e c
required dynamids and also their causes dictated by the technolmgy
the recentdecadesthis approachhas becomewidespreadin practical
activity: different quality standards (e.dS09000 and production s+
turity models (e.g.CMMI) arebeing intensively used now

i) Stipulatefor acheckingprocedure for the implementation of aeti
ity by lower actorsThis recommendatioms connectedwvith recommae-
dationh), also guaranteeing an early identification of problems before the
CA resuls of lower actos are submitted to customer§his procedure
involvesthe checksof intermediate results and, in the first place, the CA
technologies of lower actarén practice, large companies and gower
ment authorities require that their suppli€¢l®wver actory undergo an
independent quality certification

The above recommendatiotsadto more preciseestimationsof the
complexity and resources required for the elements of activity, which is
achieved by decomposing the activity and its subject matedatailed
elementsAs aresult theresourcéntensityof the activity can be reduced
using the differentiated optimization of all necessary resources of the
activity elements with different level of uncertaintgcluding the ag-
mentation of regular aigity element$ ihe tested technologies aatso
the verified results of activityAdditional test andintermediatentegra-
tion can be used to identify problems at earlier stages (thereby avoiding
potential losses due to unreasonable actiand)tochoose an alternative
path of activity implementation

Of course any of theserecommendationsmposesextra cost to
maintain additional elements of organization and managefeatefore
they shouldbe followed mostly during the design of fundamentaligw
technologies (group 3ather tharduring theuseof well-known technb
ogies(groupl).

Managementof CA technology. Two important type®f activityi i
managementand organizatioil were considered in detail irhe book
[12.]. The components of organizatican@lysis synthesisand concret-
zation) as well as the components of management (organizaégoi-
tion and reflectior) were describedAs was demonstratedhere the
subjectmatterof organizationand managementor CA is the aggregate
of complex activity itself and the actor implementing the latter (OTS)

In thebook[12.], the generalmanagemenproblemsof OTSswere
studiedin the context of coordinating the interconnected life cycles of the
corresponding structural elements of activityvasshownthatan OTSis
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managedhrougha coordinated control o&ll interconnected life cycles
of the structural elements of the CA implemented by this . OT8tools
for solvingthe OTS managemenproblemwere definedasthe following
componentsof managementsynthesis(technology componentman-
agement based dnformation modelsresources poolsxanagmenj and
concretization (network planning and scheduling, resource allocation
interests coordination for different actpris wasdiscoveredhatthe OTS
managemenproblemhasto be solvedby eliminatingmeasurable unce
tainties (more specifically, by considering different response scenarios
for them) and also by performing multiple iterations of the sequential
solution procedure if necessary due to a possible occurrence of the true
uncertainty events during the life ¢gs of all CA elements

Managingthe technologyof CA is a complexactivity towardscred-
ing the information models of its components (including resouraed)
maintainingthemin actual state through modernizations

1.2. Technologicaladaptivity, cyclicity and regularity of activity of
modern enterprises

The modernstageof globaleconomydevelopments remarkabléeor
severaltrendsdetermining some peculiarities of the firms, governmental
agencies and other actors of the international econsystem, in part-
ular, their activity Considerthesetrendsandalsothe associategheculia-
ities of the modern enterprises and their complex activity

Socialdigitization andthe developmentf newapproacheso organ-
ize andmanagehe economy(networked extendedandvirtual enterprs-
es globalandservicebasedproduction the Internet of Thingsto name a
few; for example, the new technologies of management were surveyed in
[66.]) have resulted in deep integration of different enterprises and their
activities.Really, it is not enough to connect different sensexecuting
devices and controllers of machining cester automatic warehouse
complexes, to integrate automatic control systems wagtiputeraided
manufacturing systems at the levelsbibp floorsor the entire enterprise
Integrationhasbecomeglobal, and presentlya commonform of orgarni-
zation is the secalled extended enterprisgse., the sets of enterprises
and firms united by the same technological processes and relatibins wit
out legal or financial integratiorior the extended enterprises, a major
role is played by their technological relations eatthan by theipattern
of ownership, organizational structure or stock capital
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In managementhe ideas of changing organizational paradigres, r
placing the rigid managerial organizational structures with the platforms
and functional house®3. ] (the pools of homogeneous resoujcasd
also increasing the flexibility and speed of response to the varying env
ronment are becoming more amare popularThis mears thatmanag-
rial relations are gradually transferredrom the rigid organizational
structures to th#lexible technologicakelations

An example of extendedenterprisesis Boeing Civil Aviation, a
company that manufacturesthe Boeing 787 Dreamliner. About60%
componentof this commercialaircraft are suppliedby nearly 20000
subcontraars around the worl@Japan] t a), whieh are operating in
an integrated technological chain determined by the parent company

In differentfields of practicalactivity, e.g.,manufacturing and ¢o
trol of organizational and technical systefffisms, organizations, pr
jecty, the concept of life cycles (LCs) ibecome widespread rechnt
Following the definition givenin [36. ], a life cycle will be understood as
the evolution process of a system, product, service or another,object
from its origin(or design concepto utilization(or disappearange

Thelife cycleis oftentreatedasa setof stagesperhapsparallel or
overlappingwith eachotherin time). In [36. ], the generalLC stagesf a
complex artificial systemwere identified as follows concept design
productioriddevelopment application maintenanceand utilization The
conceptof LC is widely usedfor organizationsbusinesses, projectgr
grams, employees, production assets, technologies and knowledge

Natural cycles are connected, e.g., with the multiple repetition of

1 atypical operation

9 a production process for a component eeevie procedurg
9 a working shift or working day

9 anaccountingor scheduleeriod

Theseexamplegoint to theexistenceof CA cyclesand their hetar-
geneous lengths. Some cycles are parts of the other, thereby forming
complex hierarchiesConsidera generaldiagram of CA cyclicity presdn
ed inFig. 3.
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Anotherrelevanttrend [66. ] consistsin announcinga seriesof na-
tional programg(e.g., Industry 4.0in Germanyand Smart Manufacturing
in the USA towards the development of industrial enterprises that will be
capablego combine
1 the high efficiency of large-scaleproductionswith the high
personalization of jolorder or even artisan productions
1 the fast and efficient design or modernization of teabnol
gies with the regular and standard compaided, digit&
ized androbotized productions
Also notethefast varyingpolitical, economi¢ socialandtechnologf
cal environments of the enterprises as well as the dynamics ofethe d
mands for their products and services
Therefore today the global economyrepresents set of different
scaleenterpriseswhich come into existence, implement the life cycles of
their complex activities and disappear; have complex relations with each
other; form new complex structures and become their eleméertsind-
ter, such enterpriseswill be describedby the term adaptive extended
enterprisefAEES. An AEE is an extendedenterprisg(a specialcaseof
organizationaland technical systemy that is operatingunder dynamic
uncertaintyand hashigh adaptivity of their activity at the level of tech-
nology designand modification. (In otherwords an AEE is capable to
combine the fast and efficient design or modernization of technologies
with the regular and standard compta@ied, digitalized and robotized
operational activitiesThis propertyof AEEs will be called technological
adaptivity.
Increasing the efficiency of modern enterprises and their activity is
an issue that deserves special consideration
The efficiency of C#s mostly determined by its technology and also
depends on the realidauncertainty{12. ]. Hence the main methodsto
increasethe efficiency of modernenterprisesare the improvement of
technologies and the reductimf uncertainty. They are implemented
through the maximum possible ordering andutation of activity. The
reengineeringof businessproceses quality control based on the
ISO9000 standards, the LEAN methods and similar ones have become
widespreacdere Theimprovementandregulationefforts arefocused not
only on theprocesdlowchartsof key productions but also on the value
streams of other lines of activities such as logistics, infrastructure, f
nance, staff, etdA conventionakpproachs to use information enterprise
resource planning (ERP) systems for detailed planisga matter of
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fact, the majority of enterprises (in Russia and all over the wariel)
using differentERP systems In the terminologyof [12. ], these trends
mean that most elements of the routine activity of modern enterprises are
regul ar, i.e., a total Airegul.ari z

A commonfeatue of the activity of modern enterprises concerns
continuous improvements. In this context, neéxeralwell-known and
popular approaches liKEQM, the Toyota Production System (TPS), Six
Sigma and’S Framework McKinseyl he mainideasof theseapproaches
areasfollows: (1) involving the entire staff into the improvement of all
enterpriseds activities,; (2) per f
routine operation of an enterprida otherwords at the reflexive phase
of the CA life cycle, the efficiency of an enterprise deeplyanalyzed at
the design phase, the CA technology is improved and the modified tec
nology is used at the next cycle. Tissmplementedduring the routine
operation of AEESs Interestingly, the technology remains invariable
during each implementation phase, which allows performing the regular
activity.

Thus AEEs combine the frequent technological charg-
edimprovements at the design phase with tlse of theregular and
invariable technologies at the implementation ph&sg 3 well illus-
tratesthis peculiarity, alsoemphasizinghe simultaneougsharacteof the
managerial activities of the actor the technological charg-
edimprovementglevel 1 in Fig. 3) run in parallel with CA implemeat
tion (level 2), together with uncertainty checking and response generation
(level 0). Recall that this peculiarity follows from the continuousim-
provemenbf efficiency in combination withhe technological adaptivity
of AEEs

1.3.Model of complexactivity of adaptive extendedenterprises

Now, introducea formal descriptionfor thelife cycle of the activity
of an adaptive extended enterprise with the almeationed peculiar
ties Further considerations willbe basedon the processmodel of an
SEAI the life cycle model of CA suggested in the bddR. ]. This
model includes three phases of CA, namely, design, implementation and
reflection. Also the detailed structure of the managerial activibéshe
actor during the entire life cycle of CA will be used, as is illustrated in
Fig. 4.
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Organization Regulation Reflection
|
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Analysis  Synthesis Concretization
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Technology components Resources pools Network planning  Interests coordination
management based on management and scheduling, for different actors
information models resource allocation

Fig. 4. Detailed structure ofnanagement components

Considerthe life cycle model of the CA of an AEEI the process
model in theBPMN formaf [18.]; seeFig. 5.

8 The BPMN format uses the following notationsunded rectangleas opea-
tions or actionsarrows as control flovis the sequences dfansitions between
actions;circlesas differentevents(thin boundary initial event; thick boundaity
i terminal event; double boundéryevent of ucertainty occurring duringction
implementation) diamondsas control point§ branching and merging of ctol
flows, includingparallelexecution and conditions checking
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Fig. 5. Life cycle model of CA of AEE
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The design phass intended to develop a technology and an AEE i
sel f. At t his st a[fee],are thh eommorento of 6 s
organization as follows

1 analysis(li éstablishingdemandanalyzingcapabilities ex-
ternal conditions and previous activity

1 synthesig2i managingechnologycomponentbasedonin-
formationmodels creating the logical, causdfect and po-
cess models as well as the technologies of lower elements
and maintaining them in actual state through modernizations;
3i managing resources poossigning and modernizing-r
sourcey

1 concretization(4i hetworkplanningandscheduling, alloda
ing resourcesyi toordinating the interests of different-a
tors).

A newly createdtechnologyis usedfor CA at the implenantation
phase The actor performsregulation(6) and also executes the actions
(7). The life cycle of CA ends witlthe reflection phaseat which the
results of CA are evaluat€8).

Recall that lhe activity of an AEE is cyclic, andthis propertyimplies
thefollowing. Onceestablishinghe demandn the courseof analysis(1)
and creatingthe technologycomponentq?2), during the implementation
phasehe actorrepeatedlyexecuteghe activity in somecycle, which will
be calledproductive Accordingly, the activitiesthat represent this cycle
will be called productive activitie®.g., see activitiesi® inside the grey
rectangle irFig. 5).

Recall that anAEE is technologically adaptive, and this property
implies the following. TheCA technologyof an AEE undergoegperiodic
modificationsor modernization(2); clearly, moderniation (2) is precel-
ed by the evaluation of the past actiVi#y.

Recallthatan AEE is operatingcontinuously performingCA in cy-
cles and this property implies the following. Uncertainty checking
reflectionandtechnologymodernizatiorare performedin parallelto CA
implementationasis shownin Fig. 3. That is, during a definite produ
tive cycle the CA performed at the previous cycle is refleeted its
technology is modernized. Theprovedtechnologywill be usedat the
nextproductivecycle

Recallthat the activity of an AEE is regular andthis propertyim-
plies the following. The technologyof CA elementsremainsinvariable
during the productivecycle in which they are implemented their tech-
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nology is modified or modernizedonly during one of the preceding
cycles (the technologies of the productive activi8e8 are fixed during
their execution)

Recallthatthe CA of an AEE is uncertain, and this property implies
the following. The events of measurable and true uncertainty may occur
during the implementation of life cycle§he possible occurrenceof
measurableuncertaintymust be considered during technology comp
nents designhence, such events do not violate the implementation of the
life cycle of CA which corresponds to the repeatedecution of the
productive activitieq3i 8 between pointd andc). On the contrary the
eventsof true uncertaintygenerateonditionsunderwhich the technology
becomes inadequate. Asesult thetechnologymustbe modernized; see
the transition to point and the execution of activit{2)i technology
components manageméenin Fig. 5.

1.4.Management of technology components based on information
models

The list of all technologycomponentof complex activity follows
from the system of descriptive models suggestefdLin]. Actually, the
technology components of each SB&. | are

1 thelogical, causeeffect(causal and process models
| the technologies of lower elemehts

A the technologies of SEAS;

A the technologies of elementary operations

Becauseéhe technologyof an SEA includesthe technologies of all
lower SEAs in accordance with the logical structure, the technology is
fractal, like the complex activity itselHence the managementf tech-
nology componentsalso has fractalorganization: this activity is impt
mented througiiterativeself-addressingFig. 6).

° The particular casesof the lower CA elementsare managerialactivities i
resources pools managemamttwork planning and scheduling, interests ceord
nation for different actors, regulati and evaluation (reflexion)

31



Managing technology |
components of SEA

v v v

Managing technological
structure of SEA

Managing technologies of
elementary operations

Managing technology
components of lower SEAs

— ]

Fig. 6. Management of technologpmponents:
logical structure of activity

Thetechnologicalstructureof an SEAconsists of the logical, cause
effect andprocess models and also the relations and design sequences of
the technologies of all its lower elemen#sccordingly, managingthe
technologicalstructuremeanscreating and maintaining this structure in
an adequate state dependinglomenvironment

Theel ement s of AfManaging temhnol
posed into the lowdevel elements and form a fractal hierarchy. The
elenents of the AManaging technological structur® and AiManaging
technology of elementary operatidarisocks depend on the spectfiof a
given subject matter and also on the peculiarities of a given acivigy
do not need further specification (a more detailed description) at the
system level The technologieof elementaryoperationsand the techro-
logical structurecan be thereforeunited and called the elementary tée
nology component&ETCS. Following this approach, the other techool
gy components will be calledhe complex technology components
(CTCs.

Consider a management model for the ETCs starting from thei cre
tion. The creationof the ETCs is heuristic; generally speaking this
processcannotbe describedin detail or formalized (of course, if the
matter concerns the creation of a new technology rather than the redesign
of a partially or completely known technolggyTherefore it can be
representedby a singleelemenit &an elementary operatigithe structu
ing of heuristics makes no sejpgdowever, the life cycle of any activity
includes the reflection phase and the creation of the ETCs is not an e
ception here: the adequacy of each ETC has to be evaluated for different
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states of thenvironment Also notethat the heuristicis preceded by the
actorbd6s decision to perform actiyv

Thus the life cycle of designingthe technologyof the ETCsas an
acivity can be described by the process modétig 7. It includes three
main phases as follows:

1. the analysis phase (the actor decides to implemeritggt

2. the heuristic phase (the actor generates a heiriatiraft ETCi
T also callecanalternative);

3. thereflection phase(the actortess whether thealternative cm-
plies with the godlrequirementisdemand chainlf not, the actor
returnsto phase2, repeatingt until an adequate alternative ib-0
tained)

Adequacytess canbe performedin the form of mentalexperiments;
model experiments with mathematical, computer or physical models;
natural experimentdn the generalcase we may assumehat adequacy
tesk are multiple repeatedand eachtestis used for evaluating the ed
guacy of an ETC for onstate of theenvironment that occurs during this
test The reflection phaseendsas soon as aaturity measureof tess
(e.g., the share or number of possilskates of thenvironment for which
thetesing procedure is compléteeaches a given threshold

Now, generalizethis procesanodel to the caseof managingthe
complextechnology components. Generalllgis is the technolay of an
SEA(Fig. 8).
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The analysig1) and reflection(3) phases will have the same form as
in the case of managing the ET@s there are ngrounds for the opp
site

As indicatedby the complete list of all technology components (see
the analysisin the beginning of this section), theuristic phasewill
represent a certain sequenpalrallel combinatiot? (2) whose nodes are
the activity elenents on managing an ETC (a) or the technology of an
SEA (b). The staff and structure of this combination depend on the sp
cifics of the subject matter. Henamny otherrulescannot be established
or used at the genersystem level

Thus the activity on managingthe technologycomponentss re-
flected bythe process modeseeFig. 8 for the general case afily. 7 for
a special case of ETCs

This manageriakctivity includesnot only the creationof the tech-
nology componentdut alsotheir maintenancén anadequatestateduring
use. Thereforethe managemenproblem can be formalized within a
model that well describesboth processésthe creation and use of a
technology This model(Fig. 9) actuallyintegrates théife cycle model of
the CA of AEEs(Fig. 5) with the process model of technology camp
nents managemef(fig. 7 andFig. 8).

19 The staff and relations of nodes in struct{#eare somewhat conditional
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Fig. 9. Integrated model adkchnology component management
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The integrated model illustrates the main feature of the technology
component management prodegaultiple cyclicity. In the course of
technologycreationor modernizationdirect synthesiq?2) is followed by
multiple tess (3)of the synthesized technolady a testfails, the process
returns tothe synthesisstage(from d to ©. As soonasall tests are suc-
cessfully completed, the technology is repeatedly used within thegrodu
tive cycle (4, bY cY bY é ) Undervarying environment(e.g., de-
mangd, the technology becomesinadequateand hence has to be
modernized; see return froorto a. All these cycles together form the life
cycle of a corresponding element of complex activity

As a result the managemenproblemof CA technologyconsists in
the management of the multiple interconnected cycles within the ibtegra
ed model irFig. 9.

1.5. An overview of well-known modelsand methods

Formally speaking the managemenprocessof technologycompo-
nentsis the sequential repetition of cycles within the integrated model
(Fig. 9); see the details in the previous subsections of this ch&ateh
problems arise in many fields of knowledge (e.g., complex systems
testing software analysis and testing), and each field suggests specific
solutions Considera series of well-known models and methods for
solving them

1 complex systems analysidestingand verification of cha-
acteristicd33.];
software testingl., 2.,4.,13.,39.,58., 80.];
knowledgemanagemenrandelicitation/acquisitiorf57. , 70. ,
78.1;
9 largescale manufacturing and its efficiency improvement
during adoptiof20. , 32, 79.];
1 learningin pedagogicspsychology, human arebophysiob-
gy [19.,40., 73., 74.] andmachinelearning[71. ];
1 knowledge testing for trainees in pedagogis ].

Like technologydesign all theseproblemshaveuncertainty and are
often described using probabilistic models and/or the framework of
random processes

The testing procedure ofomplex sydems (in particulat aircraft
complexe} is represented as hierarchical structure in which nodes

)l
)l
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describe the tests of elements, units and sysf€hesefficiency of prod-
uctls componentss assumed to hawan exponentialor logistic) depem-
ence on the&uration of tests; as a rule, the rate of growth of this efficie
cy is assumed to be proportional to the unreliability detected at a current
time. The expectedtest times required for reaching a given efficiency
level and also the corresponding cost ealeulatedat eachlevel of the
hierarchy Thetotal expectedesttime of a system(produc} is the sum of
the expectedtest times at each level of the hierarchAygtually, the as-
sumptionthat the efficiency of the systends componentsiepends on the
duration of tests is not completely justified while the integration of the
component s6 t es tegpectedesttirhes seems mstrong t
simplification (although this general scheme can be taken as a basis for
further developmenaind correction) The optimization problem of the
testingprocedurds written using the welknown approximations of the
random functions in terms of their means and varianthe testing
problems of different products and mathematical models are ofsadpo
as the problems of hypotheses verification and experiment planning
Model checkingandits modificatiori statistical model checking 1
are popular methods to test complex systems and complex software
33. ]. Thesemethodsare usedfor complexsystemswith a finite set of
statesand quantitative properties specified by logical expressi@ich
an approachallows measuringhe correspondence between systenppro
erties and their required values stochasticsystemis tested by verifying
the hypothesis that its properties satisfy givequirementsThe logical
descriptionsof the systemcan be used to integrate elementary tests into
complex onesGeneratestingapproachesverepresentedn manyclass$-
cal works for example, sethe Guide to the Software EngineeriBgpdy
of Knowledge(SWEBOK), version3.0, in[13.].
Anotherpopularsoftwaretestingmethodis regressioriestingand its
numerous variation§2. . Regressiontestingis intendedto verify ex-
ploited softwareand to prove its quality after changes and modarniz
tions The collections of testare gradually growing in size following the
rapid development of softwgr@hich makes the execution of all tests for
each change very costlRegressiortestingincludes such techniques as
the minimization selectionand prioritization of tests, which elimple-
mented as formal procedurédinimizing the collection of tests, a saf
ware engineer eliminates all redundant test exam@eectingtest
examples, a softwarengineeractivates the tests directly connected with
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the last change®rioritizing testexamplesa softwareengineeradjusts a
sequence of tests so that the errors can be detected as fast as possible

Among othercommonmethods note modetbasedtesting,different
sequential testing procedures and sequential anglyscedured67. ],
simulation modeling45. ], special testing methods for cyhehnysical
systemg4.], etc

In the paper[45.], the coordinatedolanningproblemfor a group of
autonomous agents (mobile robatg) apendulum plane was considered.
Thegoal of thegroupwasto stabilizethe plane This problemwassolved
usinganoriginal collective learning procedure with the cyclic generation
of |l earning signals and the stati

Today, there exist many descriptive models for the processof
knowledgeelicitation'acquisition; all ofthem are implementing seque
tial processes to analyze the subject matter and improve the models.
Considerseveralexamplesasfollows. In [78. ], a generaldecisionsup-
port algorithmbasedon the analysisof large mixed datawas suggested
As wasclaimedin [57., 70.], the stochastic and deterministic knowledge
are supplemernihg and improing each other;a stochastic modebf
acquired knowledge based on the diffusion approximation was also
introduced The paper[57. ] was dedicated to the optimal Bayesian
agent an algrithm that describes the process of knowledge elicitation
in the course of sequential observations of a stochastic environment with
a denumerable set of states. Higorithmrestedon Solomonofis theory
of inductiveinference

In [19. ], the generalizationmethodsof knowledgeacquiredfrom
empirical observationsvereconsideredKnowledgewassynthesizedby a
clustering algorithm using the identification of statistically significant
events The algorithm with a probabilistic information measureper-
formedthegroupingof ordered and unordered discrete data in two phases
as follows. During cluster initiation, the distribution ahe distances
between nearest neighbors was analyzed to choose a proper clustering
criterion for the sampledDuring cluster refinement, the clusters were
regrouped using the events covering method, widiehtifiedthe subsets
of statistically significanevents

The potentialimprovementof manufacturingefficiency asthe result
of technologyadoptionhad been discussed by economists since the early
developmaet of machines in the 19th century but the-peit cost redo-
tion effect for large production quits was first described by Wrighs
far back @in 1936 see[79.].Wr i ght 6 s app theexmohe- po s
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ti al model of the | earning cuwrve,
agement and economidd/r i ght 6s model was gene
(Boston Consiting Group in his papef32. ]. During the researchper-
formedby Boston Consulting Grouim the197Gs, the specific cost redu
tion effects were identified for different industrial sectors; they varied
from 10to 25% under double output increase

Recall thatearningis the process and result of acquiring an irddivi
ual experience. Ipedagogicspsychology humanand zoophysiology
iterativelearningmodels[55.] describethe procesf learning in which
a learned system (can be living, technicatyernetig is repeatingsome
actions, trials, attempts, etover and over agaifor achieving a fixd
goal under constant external conditiolms[55. ], tensof the well-known
and widespreadterative learning modelswere surveyedand a general
model combining th@roperties of separate models was formulaBadh
the separateand generallearning models have restrictions as follows.
First, they postulatecertainlearninglaws Second they do not provide
for properintegrationprocesse®f partial learning elemesitinto a con-
plex learning system

In pedagogicameasurementshe methodsof item responseheory
[76. ] havebecomevery popular in recent time. Ththeoryis intended
for evaluatingthe latent (unobservableparameters ofespondentand
test items using statistical measurement modielgem response theory,
the relationbetweerthe valuesof the latentvariablesandthe observable
test resultss defined as the conditional probability of correct answers to
the test items by the responderitke conditionalprobabilityis given by
the logistic curve or the Gaussian probability distributiohe most
widespreadmodels of this class are the Rush and Birnbaum models,
which use the specific values of the coefficients of the logistic curve

Summarizinghis shortoverviewof the well-known results we em-
phasizethatthe modelsmentionedare actually someelementsof a cycle
of the integratedmodelin relatively simple form: (1) without theitera-
tivenessand fractality ofsuch cycles; (2) with the postulated character of
the basic lawge.g., the exponential or logistic relation between the
efficiency of the productdés comp
exponential or logistic relation between the learning level and).time
Generallyspeaking the basiclaws are a consequence of more sogh
cated processes, which have to be analyzed and model¢de same
time, theresultsof the book{12. | havebeenadopted to study the peéul
arities of this cycle and reflect them by the genssatem integrated
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model (Fig. 9). Consequently, this model further generalizes, specifies
and refines the weknown models

Using the frameworkof the integratedmodel (Fig. 9), we will for-
mulate some optimization problems for the management process of CA
technology components

1.6. Managementproblemsfor technologycomponents

In thelife cycle of complexactivity (Fig. 9), thedesignanduseof its
technologyis a procesghatincludesthe creation of elementary techaoel
gy components (ETCs) and also theitegration into the complex tee
nology of CA First of all, management problems have to be solved for
the ETCs;then based onhese solutionghe ETCs have to be integrated
into the complex technology components (CTCs), the entimeplex
technologyand its management

Management problems forelementary technology components
Theintegratedmodel (Fig. 9) describes cyclic repetitionof tess for the
ETCs during the preliminarytesing (block 3 in Fig. 9) and also during
the life cycle implementatiofblock 4 in Fig. 9). Hence a natural ap-
proachis to treatthe creationof the ETCsasa discreteprocess, assuming
that at eachiime (one preliminarytestor one life cyclg the environment
takes precisely one state frahe set of possiblgtates of thenvironment
(SPSH. For solving this problem supposethe SPSEcan be partitioned
into a certain number of nentersecting subsets so that states of the
environment belonging to the same subset are indistinguishiime-
fore, let the SPSEbe finite and also let the environment takecisely
one state from thBPSEat each time

If at sometime the environmentevolves toa new statenever @-
served beforethen an eventof uncertaintyoccurs. This event leads to
additional cost for creating or adapting the ETCs to the new condilions
the environmenteturnsin this stateat one of the subsequentimes, then
no additional cost is required

Then the design process of the ETCs is completely characterized by
the dynamics of thetates of theenvironment: which values from the
SPSEthe envionment has already taken (and how many times) and
which has natintroduce the maturity level dd technology which de-
scribesits preparedness for ugg@his is ananalogof the learning level
the sequence of values of the learning level is callededraing curvg
Define the maturity level of a technology the shareof the states of the
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environmentfor which the technologyhasbeentesed or adaptedduring
the pasttimes, or the probability that at the nextime the environment
will take one of its previoustates

A naturalformulation of the managemenproblemis to reachare-
quired learning level (a required maturity level of the technology) as fast
as possible or using as few resources as possible, Frisptimized
andor restricting parameters can be the consumption of resources or
time.

In the generalcase the technologymanagemenprocess can bepe
timized by

9 partitioning all states of theenvironment into non
intersecting subsets so that the statemfeach subset are
equivalent;

1 choosing a sequence of the exhaustive search efatdls of
theenvironment fotesing;

1 redistributing theseests between the design level die
ETCs(block 2 inFig. 9) and thelevel of the SEAs after the
integration of the ETCéblock 3);

9 allocating limited resourcesamongseparateETCs, with or
without considering the ETC design process (its beginning
andduration)

1 determiningan admissibleamountof attractedresourcegin
termsof risk) for supporting alETCs

The heuristic operations of technology desigio¢k 2 in Fig. 9) and
technologytesing (block 3)are gecificsand fencecannot be managed
or optimized at the generaystem level. Therefore, the heuristic @gper
tions will be assumed to have known exemutiimes and resource rco
sumptions (in a special case, random variables with given distributions).
In addition, these operations will be assumed independent of each other
so that their connections are implemented through given -edfesz
(causal) relatins between the design processes of separate technology
elements; thdist of the CA elements and the logical and caes$kect
models will be assumed fixed

The actols knowledgeaboutthe environmentand his’her capabil-
ties to influence the latter can lbbaracterized by different factors (see
Table3) depending on the CA specifics

If the actorknowsthe list of all possiblestates of theenvironment
and can choosea next state(row 1 in Table 3), the design problemds
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comes trivial the actor simply rearranges the states in the descending
order of heir probabilities, sequentially choosing them until a required
maturity (learning) level is reachedhis algorithm will minimize the
time and cost of reaching the required learning level

The setupin which the actordoesnot know the states of thenu-
ronment but can close them at his/her own wilfow 2 in Table 3) is
inconsistent

Table3. Possible setups of technologgsign problem

Actorknowsthe | Actor can manage| Thelist of all possiblestates of
list of all possible the choice of environmentand their probabl-
states ofenviron- environment ities
ment and their states
probabilities
are fixed | may vary
Yes Trivial problem
Yes
No Setup is inconsistent
Yes Probleml Problem3
No
No Problem2 Problem4

The other setups are consistent and lead to ProdleMmseeTable
3. In all of them, a nexstate of theenvironment is uncertain and does not
depend on the actor

If the environment uncertainty is tree., the actor has no grounds
to describe the envirorent by some laws and/or restrictipnthe prdo-
lem becomes degenerate

In the case of measurable uncertainty, the actor can use stochastic,
fuzzy, interval or some other models of the environment to eliminate the
uncertainty

Problem 1 (the actor knows tlist and probabilities of all possible
states of theenvironment) surely arises and is basic in the following
sense: the actor performs an initial synthesis of the CA technology using
a list of all states of the@nvironment defined by the demand for th& C
result; thetesing procesgqblock 3 inFig. 7, Fig. 8 and Fig. 9) corre-
sponds to Problem 1. The basic problem can be formulated as follows:
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calculate the maturity level curve of the technology and then optimize in
terms of time and available resources.

In a similar way, Problem drises during a continuous repeated use
of the technology due to the natural variability of the environnigmis
setup corresponds to the implementation tbé productive activities
(block 4 inFig. 9). A reasonabldéormulationof Problem4 is to optimize
the decisionprocedureon the identification ony changes in the eRv
ronment 6s behavior and the adapt
component if necessary

Problems2 and 3 haveintermediatecharacter They arise (or nof)
dependingon the specificsof the subjectmatter Formally speakingboth
problemsarevariationsof Problemd.

Management problems for complextechnology components
Complex technology components(CTCs) areformed by integrating
elementary technology components (ETCs). Therefore, the integration
processof the ETCs into the CTTsThis processis implementedin
accordance with the logical and cawstect structures of CAL2. ].

Thelogical structureof CA[12. ] is defined as a finite acyclic graph
that destdbes (a) the goals structure of all CA elements and (b) the fact
that each SEAand the entire CA, as a special gasalecomposed into a
finite number of lower SEAs and elementary operatidmsadditionto
the goals structure the logical structurea | so represent s
hierarchy for the subordinance and responsibilityttaf actors of all
SEAs for their results (the achievement of godlge logical structure of
each separate SEA has a single leaetually reflecting the subgoals of
all lower CA elementsHence at the generalsystemlevel the logical
models of any SEAs are equivalettte logical model of a CA element of
an AEE has the fan structure, like the logical model of any.SEA

The causeeffectmodelof an SEA[12. ] describeghe technological
relations between the lower CA elementereby determining the order
of goals achievement for each CA element. This model is a -ediest
structure defined othe goals setThe structurecan be describedby a
directed graph in which the nodes reflect the goals of all CA eler@nts
the elements themselyeshile the arcs their causdfect relationsThe
graphhasseveralpropertiesdictated by its interpretsn (the nodes are
the goals of the CA elements organized by a lower SEA) as follows.

1 The graph contains a unique terminal node corresponding to
the final goal of all CA elements
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1 The graph is connected, since any subgoals that are ¢ot ne
essary for achigng the final goal become unreasonable

1 Thegraphincludesno cycles sincethe decompositiorof the
goals into subgoals implies that any subgoal is achieved
once If a certainsubgoalmustbe achieveda finite number
of times, then it has to be reflected several subgoals.
(Notethatthe decomposition of a goal into an infinitenmu
ber of subgoals makes no sepse.

1 The graphnodeshavecorrectnumbering(i.e., there are no
arcs coming from a node with a greater number to a node
with a smaller numberThe correctnumberingof the graph
nodesreflects the prior beliefs about the cawe$tect reb-
tions of the results obtained by the lower activity elements

Sucha graphwill be calleda binary network any elementof this
networkis characterizedy its binary resuli the goal is achieved or not.
If the goal of a CA elementis achieved, then the result can be used by
other CA elements. Ihot, the resultis inapplicablefor other CA ele-
ments

Also a binary network definesthe preconditiongo implementthe
CA elements the logical functions whose arguments are the results of
theimmediate predecessor nod€he simplestexamplesf the precondt
tion functionsarelogical conjunction(an elementis executedonly after
achieving the results of all its immedigteedecessoysand disjunction
(an elementis executedafter achieving the result of at least one of its
immediate predecessrs

Due to the propertiesof a binary network it is necessarand suffi-
cient to consider the following integratioprocessesfor technology
components(a) sequential integration; (b) parallel conjunctive irdegr
tion; (c) parallel disjunctive integratiofror each integratioprocessthe
maturity level of a complex technology component has to be optimized in
terms of time andesources

In this chapterthe managemenproblemsof the complex activity
technologyof organizationakndtechnicalsystemshave been described
in the form of the algorithmic models and problems of technology-co
ponents managementhis theoretical formalization can be used for
developing the mathematical models of the design and adoptiommsf co
plex technology components of complexganizational and technical
systemsSuch models will be described in Chapter 2 of the book
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2. MODELS OF TECHNOLOGY DESIGN AND ADOPTION

The managemenproblemof the CA technologyof OTSshasbeen
consideredandformalizedin Chapterl (alsosee[12.]). More specificd
ly, the mostimportantpeculiaritiesof the CA of OTSshavebeenara-
lyzed andalso formalmodelsand a mathematicaktup of this manag-
ment problem have been presented

In this chapter the designandor adoptionproblemof CA technob-
gy is formalized as a mathematical model that generalizes some grobabi
istic models of learningThe propertiesand characteristicof the model
are studiedandexpressedn analytical form; sme integratiorprocesses
for technology elements are sugges#slis demonstratetbelow, special
casesof the modelinclude the well-known exponential hyperbolicand
logistic learning curves from the classical theory of learning as well as
the models ofearningby-doing and collective learning

This chapteris organizedasfollows. In Section2.1, usingtheresults
of Chapterl the generalsystemproblemsof CA technology design,
adoption, optimization and modernization are examined and the-corr
sponding mathematical problems are formulatdd Section 2.2, the
propertiesof the designand adoption process of a technology are-an
lyzed In Section2.3, someapproximationsof the learningcurve under
different probability distributions of all possibkgates of theenvironment
are obtained. IrBection2.4, the expectedtimes of reaching a required
learning levelare estimatedin Section2.5, the integration models of
technology components are described

2.1.Conceptualdescription of technologymanagementproblem

Recall thatthe technologyof CA hasbeendefinedasa system of
conditions, criteria, forms, methods and meanséguentiallyachieving
a desired goaln Chapterl, technologymanagemertasbeenviewedas
an activity for creating technologyomponentsin the form of core-
spording information models, their integration and maintenance in an
adequate state dependingtbe environment during the entire life cycle
of CA. This processhasbeendescribedusinganintegrated model in the
BPMN format[18. ] (Fig. 9). In a practicalinterpretation a technology
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representshescenariooft he actor dés activiiky i
tions (states of thenvironment
Now, we will refine the conceptof technologymanagemenby ex-
tending the semantics of the integrated modrg. (9), which reflects
different types of CA as follows
1 the designof a new CA technology or itsnodernizationblocks 1
and2 and also the cycle with blo&;
1 the useof the CA technology (block);
1 the identification of a needfor technology modernization (trans
tion fromcto a);
1 the testingor adoptionof the CA technology which canbe objec-
tive (a newtechnologyis consideredor subjective(an existing technai-
gy is learned by the actprsee the cycle with block
Despitethe whole variety of thesetypesof activity, all of themhave
a commonfeatur@ the samesubjectmatter(CA technology. All these
types of activity are intendedto modify CA technology its statesor
relations with the actorTherefore all thesetypesof activity consist in
the management of CA technologyn accordancewith the definition
givenin [12. , 56. ], managemen{contro) is a complex activity that
implements an influence of a control subjem a controlled system
(controledobjec)f or dri ving the | atter s
formerbs goal s
In the generalcaseg the technologymanagemenprocess can bepe
timized by
9 partitioning all states of theenvironment into non
intersectingsubsets so that the states from each subset are
equivalent
1 choosing a sequence of the exhaustive search efatdls of
theenvironment fotesing;
1 redistributing theséess between the design level of ahec
nology componentblock 2 in Fig. 9) and the integration \e
el (block 3);
9 allocatinglimited resourcemmongseparateéechnologyman-
agement operations
1 determiningan admissibleamountof attractedresourcegin
termsof risk) for supporting all technology components
Each of the heuristic operations of technology de@wcks1 and2
in Fig. 9) and technologyesing (block 3 depends on the subject matter,
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which determines its specifics. Hence, they cannot be managedi-or opt
mized at the generalystem levelTherefore, the heuristic operations will

be assumed to have known executiibnes and resource consumptions

(in a special case, random variables with given distributidmsddition,

these operations will be assumed independent of each other so that their
connections are implemented through given caffeet (causal) rek

tions between the design processes of separate technology elethents

list of the CA elements and the logical and cae$iect models will be
assumed fixeil2.].

The execution of different types of CA within the integrated model
(Fig. 9) will be representeds a discreteprocessin which eachtime is
associated with the implementation of precisely one CA elefoeet of
the blocks1i 2i 3i 4 of the model inFig. 1) under precisely one state of
the environment from a finitset of possiblestates of thesnvironment
(SPSE.

If at sometime the environmentevolves toa new statenever @-
served beforethen an eventof uncertaintyoccurs.This event leads to
additional cost for creating or adapting the technology to the new-cond
tions If the environmentreturnsin this stateat one of the subsequent
steps, then no additional cost is requiréte conceptof environment
uncertaintyimplies that the actoris unableto affect the choice o& cu-
rent state of theenvironment the uncertainty will be described using
probabilistic methods

Let the SPSEbe composedof K different values Assumeat each
time the environmenttakespreciselyone of themregardlesof the past
states Denoteby pyx the probability that the environmetdkes thekth

K
value(obviously, § p, =1).
k=1
At timet, the currentstateof theimplementatiorprocesof different
phasesin the technologygs life cycle will be described by aK-
dimensionalrow Vector x =(x,, %, .., %, .. %) as follows. Eachg

is 0 if the environmenthasnot takenthe kth valueso farand 1 if it has
done soat leastonce Within the frameworkof this mode| the kth ele-
ment of the vectox, may move from stat@ to 1 but not conversely

Therefore the implementationprocessof different phasesin the
technologys life cycle is completely characterized by the dynamics of
the states of theenvironment: which values from tIf&®PSEthe envirm-
ment has already taken (and how many times) and which has not
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The maturity level of the technology(its preparednesfor usg at

K
time t will be measuredy theindex L, =4 x,p,,» 00L; OL. (Notethat

k=1
(17 L) canbe alsochosen) The index L; givesthe shareof the states of
the environmentfor which the technologyhas beentesed or adapted
duringthe pastt times, or the probability that at the nextime (t + 1) the
environment will take one of its previous valugée index L, will be
calledthe maturity levebf the technologyor, following the conventional
approach of learning mode]55. ], the learning levelaccordingly, the
sequence of its values will be calléee learning curvg Interestingly in
similar meaningsthe term filearning curved is widespread in modern
science, starting from tH2 ],BEhebi n
psychology of the 20th centurfe.g., see the classicahperd73., 74.,
75.] and the monograpHhg., 17., 34.]) and the models suggested by
Wright [79.] and his followerg20., 32.] (thereduced time cosffect of
unit productionfor larger production output@nd ending with the lear
ing models of artitial neural networks

In this setup the technologydesignand adoption processcan be
consideredfrom anotherviewpoint &s the sequential observation of
different series of the weknown states of theenvironment that are
interrupted by the newly occurring onéBhe length of such a series
(from a newly observedstateto the next onghas the Bernuolli (lnomi-
al) distribution parameterized by the learnileyel. This parameter is
constant dring eachseriesand has jumping at the end point of the series
when a new state is observ@dthenat eachtime t the expectedvalue of
the current seriedength (till a nearest nevstate of theenvironment is
observedexclusive this momehtcan be calculated ds (17 L)™ The
serieslength correspondgo the numberof repetitionsrequiredfor in-
creasinghe maturity (learning level. In turn, this characterizese.g., the
time costof a next learning leveincrement(in fact, the cost of acquiring
new knowledge)Therefore, in some caste expectedseries lengttwill
be employed together with the learning level to describe the learning
process. Iwill bedenotedoy N;= L, (1 - Lt)'l, whereL; < 1.

A naturalformulation of the managemenproblemis to reacha re-
quired learning level (a required maturity level of the technology) as fast
as possible or using as few resources as possible, Teugptimized
andor restricting parameters can be tlnsumption of resources or
time.
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In Chapter1, two technologycomponentsmanagemenproblems
have been stated depending onnt he
ment

Thefirst problem(further referredto asbasig rests on thessump-
tion thatthe list and probabilities of all possitdeates of thenvironment
are constant and known to the actor (in other wdfdand all{p} are
given, independent and tiamevariant) This problemsurely arisesandis
basic in the following senséhe actor prforms an initial synthesis of the
CA technology andestng procesgblock 3 in Fig. 9) using a definite list
of all states of thenvironment The basicproblemis to derivea relation
bet ween the technologyds maturity
this relationin terms of theavailable resources

The secondproblemis characterizedy the unknown properties of
the environmenti.e, the lig and probabilities oll states of thenw-
ronment (the seK) or at least some of the probabilitigs} are unknown
to the actor or may varyrhis problemarisesduring a continuousreped
ed useof thetechnologywhen (due to the natural variability dhe env-
ronmenj the previously designed technology becomes inadequate in new
conditions which is identified as the result of the productive activities
(block 4 in Fig. 1). The secondproblemwith the unknownpropertiesof
theenvironmenis solved usinghe laws established for the first problem.
Thus the main attentiorbelow will be focused on the first (basic) fro
lem.

Complex technology components are formed by integrating different
components within the logical and caweféect structures of CAL2.]. At
the generalsystemlevel, the logical modelsof any structural(internally
organized elements of CA are equivalent and have thestancture; see
Chapter 1 of the book for detailt the sametime, the causeeffect
modelis describedby the sacalled binary networka graphof definite
type. Dueto the propertiesof a binary network it is necessarnand suffi-
cient to consider the following integratioprocessesfor technology
components(a) sequential integration; (b) parallel conjunctive irdegr
tion; (c) parallel disjunctive integratiorAlso a complex integration
processthat deservesanalysisis (d) integmtion with fithe learning to
learrd in which a technology componeist created simultaneously with
its technology. Thisomplexcasearisesin fipioneering innovations For
each integratiorprocess the learning level of a complex technology
component haotbe optimized in terms of time and resources
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Thus the designand adoptionprocesse®f CA technologiegyene-
ate two managemenproblemsfor the CA technology componenfthe
basic problem and the problem with unknown properties of the enviro
men) andalso four integration problems for the CA technology comp
nents (see cases (&) above), all being embedded in the integrated
model Fig. 9).

2.2. Analysis ofdesignand adoption of technology component

Now, studythe propertiesof the design and adoption process of a
technology componemind also the properties of thearning levell; in
the case wher§ and all valuegpg} are known to the actof €A.

This process (theow vectorx,) represents 8Markov chainwith afi-
nite numberof statesvhosenumbersy, are formed from the elements of

K
X by the ruley, =g x,2“*. Thenthe processy, is also a Markov chain
k=1

K
taking any integer values frofto | =3 2* =2 1inclusive
k=1

Construct the transition probability matrix
Pp:i 81..0 &1.1} of the process. At theinitial time t =0,
the process, is in theOth statey, =0 (x, =0 for all K) with probability
1. Fromthe statefi @ the processmay passonly to the stateswith num-
bers 2°* with the probabilitesp, as f ol l ows: to the
probabilityp;t o t he state fA2,p0 Wwioth htehesi
with the probability p, and so on. Th@rocessmay not stayin the state
A0. O

Fromthe statefi ;b the processmay not returnto the statefi ® may
stay in this state with the probability and may pass to the stee' +1
with the probability p, for eachi<k K.

Calculate the elements of tite row of the matriX , whereo<i d
. Consider the binary representation of the nuniloeider the assumption
that the first digit is leastignificant. Benote byb(i,k) the value of thdth

K
digit in this representation. Consequenily 3 b(i,k)2<* .
k=1
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The probabilitythat the processwill stayin theith stateat the next

K
timeis p, =4 b(i k) p - Thetransitionto any other statewith a number
k=1

j<iis impossible(pij =0). For eachk suchthatx, = O, the probability of

transitionto the statei+2' is p,. Finally, the transitions to the other

states witithe numbersexceeding are also impossible
Thus theelements of the transitigerobabilitymatrix are given by

€ if j,i €n E2,.,K,
> b(i,k)pK if 4,
1
p, if j=i 2"'n K2,..,.K and | I¢
wherei =0,3,...,I and j=0,1,...,1.
Then the transition probability matrix & of the Markov chain y, is

uppertriangular and the state with the maximum number2 -1 is
absorbing p, =1 andpIj =0 for j ..

Q: =

Py =

— =) ———
=
11,

Write the distributionof the stateprobabilitiesq, = Pr(y, =) of this
chain in the vector notatiog, =(q,, G..... ¢ .....q ). At theinitial time
t=0, the distribution isq, :(1,0,...,c). Hence,q = g1 for anyt>0
andg=ed'=( 1, 0, 4. Héreinafler denoteby e a row vector of
appropriate dimension in which all elements are 0 except fathhene
1)

Propositionl. As t- =, the probability g, of eachstatewith num-
ber0<i 4 is majorized by the function'»', i.e., q, <at“* A, where
Uands < 1 are some constants

The proof of Propositiod. Divide all states of the Markov chain-i
to groups by the number of unities in their binary representations, i.e.,

K
a b(i,k). These groups have two properties, one following from the
k=1

other.

1) Any statefrom thelth group can be reach&wm theOth state in
times.

2) Any statefrom thelth groupcan be achieved only from the states
of the(l 7 1)th group
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ThereexistK + 1 groupstotally, sincel variesfrom 0 to K. Consider

the states from thést group; for each of theng, = n', wherek is the
number of the correspondisgate of theenvironment
Then the states of thist group satisfy the inequalitg, <at® m,

wherer, =max{ p} , U= 1.
Let q, <at'"* g for all states of théth group The distribution of
the state probabilities of the Markov chain evolves in accordance with the
law g, :"é_lpji O P9 4 For anystatefrom the (I+1)th group,q, * 0 if
j=0

t-1 i [ tl -
t<l,andg, =@ p’ apP%.., = &P AR .,if tOl This gives the
q=0 i®d i & g 0=

following bound ofq, :
i-1 t4 i
G=ap AfG., <
q9 i

i=0

1» tl-

é-iip é.‘b(tfﬂ )I_lldl- n lj<1'i lél ”_aa L g

q0= j 0= q
- -1 2
<atll(t -I)(max{,q; |}7)t <|@1}'7I I at’
wheren,ﬂ:max{ 1, max “/}7} andthe maximumis calculatedover all

stated belonging to thél + 1)th group

Therefore the inequality g, <(a /|7+1'1)t' /7 holds forall statesof
the(l + 1)th group

And the desired result follows by mathematicaduction for allith
states expect for tHéh one The proof of Propositioft is completeA*

Propositionl hasthefollowing practicalinterpretationthe probabi-
ities of all statesof the Markov chainexceptfor the Ith one are decrsa
ing not faster thart"'»'; conversely, the probability of tHe¢h state is
converging tol not slowerthan at“* 4, i.e., q, >1 -at“* A, where

n=1-min{p}.
Moreover Propositionl directly impliesthatthere exists the unique
stationary distributions=(0,0,..,0,] =¢ of the state probabilities of

“"Hereinafter® itnhdei csaytnebso |t hfie end of a
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the Markov chainy, which is the unique solution of the matrix equation
|

s=sP(s=8p9).
i=0

Hence the designand adoption model of technologycomponents
describedin this sectionhas a unique stable equilibriuni  the statein
which all possiblestates of theenvironmentare tested. Inotherwords
any learninglevel (arbitrary close to Jlcan be reached on a sufficiently
large horizon

Now, studythe learning curvié the behavior of the expected value

K -
of the process, = 3 x, p, - Denoteby E[ #hgexpectatioroperator
k=1
Above all, in accordance with ®Bposition1 the learning level ao
verges in probability to:1
e >0, II_wp{ P(L-1 >} o
First, by the definition of the processL; its incrementsare always
nonnegative DL, =, L, 0. In addition, the values df; and also the

incrementgyl,; are nonnegative and do not excee&dcondthe process
L. is alsoa Markov chain i.e,, L and DL, independent random variables

for anyt. Ther?
K K K
M E[L]=4 nE[x] =an(t @ B)) 1=&n(1 R)
k=1 k £ k E
On the otherhand expression(1) of g[L,] canbe obtainedusing
the distribution of the state probabilities O
E[L] :é_ gé b(i,k) p, 8 = '@, Whereb denotesa column vector
i=1 Ck=1 -
K
composed of the elemeng§ b(i,k) p, . In turn, they are the diagonal
k=1
elements of the matrix.
From(1) theseries length can be calculated as

12 Recallthatthe learningcurve L describeghe probability thatthe environment
will take a new value at timé@ + 1). This probability is estimatedusing the
observationgluringt times inclusive
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NEELE ) @ &R w) §Ea0 o)

SinceDL, =, k., 04 thefirst differencesof the sequences[L, ]

are strictly positive for alt. The formulas of thenth differencesmO 2,
are derived usmg then(i 1)th differences in the following way
t-1 o

DE[L] = aR(l :9) ael alaK(l )" 6 @1 R -C

O

DE[L] = EL] £ élﬂz(l p)*~ é’tﬁ(l R)

K
= an’t pk)t'2 0<
k=1

In the general case,
D"E[L] )mlanK (1 op)"

Note that for anytimet, the dlﬁerencesof the learningcurve form
an alternating sequence whose values are decreasing by absoluté value
ID"E[L] % TE[L]). In addition the first differences satisfy the
inequality1- E[L,] > BL].

Thus, the followingmportant resulhas been established

Proposition 2. The learningcurve g[L,] hasseveral properties as

follows.
1 At the initialtimet = 0, its value isE[L,] =0.

1 It is monotonically increasingDE[L,| 0.
1 Its first differences are bounded by thequality

1 E[L] > 8L

1 Its growth rate is monotonically decreasin@Ez[L[] <0 and

DE’[L,] 0.
1 It has asymptotic convergence to 1

2.3. Approximation of learning curve
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Consider some approximations of the learning cupfa,] (see
formula 1) depending on the probability distribution

—| n;k 4, K; a o) 1:-|of all possiblestates of thenvironment

k=1
A) Uniform distribution P. For the sake of simplicity, denote
U=1/K. Then

(2)E[L]=1-él M1 - )p 1= ad §-1(% W 1-exp=),

wherea=In(1+1/(K-1))is the rate of variation of the learning level
the rate of learning12].

Theexponentialearningcurve(2) (and its difference analog defined
by E[L{] = E[L¢1] + 0 (1 - E[L¢1])=0+ (17 9) E[Lt.1]) is classical for
the theory of learningsee the survelp5. ] and also the pioneering book
[34. ]. At thesametime, for the modelunderconsideratiorthis curveis a
special case that corresponds to the uniform distributioall gfossible
states of thenvironment Moreover aswill be demonstrated in Chapter
3 below, the uniform distribution @fll possiblestates of thenvironment
actually maximizes the expected learning level

In the uniform distribution case the expectedserieslength has an
exponential growthN, =exp(gt) -1. Thisis intuitively clear with further
increasing the learning levénd hence thehare ofthefi k n o stated
of the environment), the acquisition of new knowledge requires more
efforts fAito findo the new states

The difference equation ofN; has the simple form
N,.. =exp(g) N -(exp( v ;; hence, thexpectedseries length is growing

multiplicatively.

ForK| 1, the rate of learning becomes

=In(1+1/(K-1))al/(K-1)a1/K,

and
@) E[ o1 expf - ).

B) Distribution (n, t) (n highly probablestatesand (K1 n) lowly
probable states withL 1/ K). Thisdistributionis givenby
@ P={p 41 @K M) /nk Tmp dk ni=k

It makes senseto considerthe casein which the probabilities
(l- dK -n)) I n of the statesfrom thefirst groupare considerablygred-
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er thanthe probabilitiesl of the states from the second group. Redllg
casein which theseprobabilitiesdiffer insignificantly can be well p-
proximated by the uniform distributio(seeabovg. In other words, let

(1- d(K n)) /n> , which implies Kd < 1. Find the learning curve for
this distribution

E[L]=1 -éla(l n)

o 4UAK Y LG Gy,
k=1 T kan
i.e.,
1 (K-n) t

E[L]=1 {1 d(K n))ael PR do(K N (¢ ).

Sinced < 1/K andn< N, then(1- 1/n) €1 d). Hencefor larget,
distribution(4) tends to the uniform one

E[L]°1 {K R)d(1 ¥.
For smallt, the approximation is
E[L]o1 {1 @K n;)gg i (Kn”) dy

C) AiDisturbed uniform 6 dlstrlbutlon . Let the uniform distribution
be disturbed on a fall possiplestatessoé the
environment in the foIIowing way:

5) szpK;k 4,2,. Ka n Ep< LK> 1.

k=1
For smallt, the learning curve is approxmated by
K K K K K
©) E[L]=1-dp(1 A) 1° &n(1 ) 1 #n-t &+t &,
k=1 k 2 k E

k 1= k1=

K
i.e.,, has a linear growth ihwith the rateg p,”.
k=1
For larget, there are two possible behavmatternsof the learning
curve as followslf all domainsof all possiblestates of thenvironment
are nearly equivalent and their probabilities differ insignificantly (
p. °1/ K,k A, K), then the uniform distribution estima(8) also
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holds If a certainnumbern of the domaindiave a substantial stinction
from the others, then an adequate description is the approximation

oq & N &L
E[L]°1 gg. ” 916%2- (distributionB).

Interestingly the analyticalexpression$2), (3)and(6) aswell asthe
propertiesof the learning curve E[Ll] established within the current
model well match many conventional models of learr(ingparticular,
the ones discussed in Sectigh® and6.7 of the book{55. ]). However
the well-known models postulatethe form of the learning curve or its
equations,whereas themodel suggestedn this section describes the

process of learningdésign and the equations and properties of the
learning curve arderived during model analysis

24. Expectedlearning time

In this section the expectedtime of reachinga required learning
level Lieq I (0,1) (t he t echnol lewlyvwllsbe caleulated. i t

This is theexpectedimet at which
K
L =a %P *Leg-
k=1
For this purpose study the behavior of the Markov chajn in pa-

ticular, the evolution of the probability distributialy = Pr(yt :i) of its
statesAs it hasbeenestablisheaarlier, the initial distribution for=0is
% =(10,...9 and also q=qu.8 for any t>0,
o= eY=(1,0,0,& ,0)4"
The matrix & is uppertriangular which gives several propertiasf
the matrixd' as follows.
{l The determinant of the matri (denoted by ) is the product of
A
all its diagonal elementD P €) p, .
i=1
1 The matrix ' is alsoan uppertriangular.(This fact is immediate
from the multiplication rules of matricés.
{ Thediagonalelementsf the matrix &' are the powers of the dja

onal elements of the matrik p; =( p)t.
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1 The determinant of the matrty' is the product of the determinant

o J\ t
g:DP £ DP IO
Ci=1
Constructa mask & column vector of the same dimension as the
row vectorgi by the rule

}" FED(K) < b
=
10 12 0(1) A7 L,

K
wherei =g 2“b(i,k) =0,1,...,1
k=1

This mask vectofextract® the states of the procegsor which the

learning levels are below the required ofiéen, for eachtime, the
probability that the learning level has reached or exceeded the required

level is Pr(L, 2 L,,) % gr (equivalently,pr(L, <L,,) =r). The probabl-

ity thatthe time t.eoc, Of reaching the required learning lewedceeds the
currenttime is Pr(treach>t) T r; the probability that the required learning
level has been reached by the curtene is Pr( reach¢t) a1 gr. Obviows-
ly, r, =0. In accordancewith Proposition 1, the probabilities
Pr(L, <L) =ft., § can be majorized by the functioti'7' as
t- ©.Consequently,

o

Pr(t s> )=az)rqI <arat“/‘7 Zae-a&atg

Using the relationg, = e &', write Pr(t...,>t) =r & ‘. Since
|:>(rea(:h>t -]) E'(treach t): P& reach )1 it follows that

P ( reach_t) :Pr(t reach t> ]) P(t reach )
Then theexpectedime can be calculated as

Ereach = an. t Pr(treach :t) :ua.t ( Pl'(t reach t> 1) - P(t_ reach>t)) '
t=0 t 9o
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Becauseall probabilities Pr(t,,.,>t) are majorizedby t* ‘1 as

reach

t- =, the seriestPr(t >t) is convergingand has a finite sum

reach

A tPr(t,,,>t). As a result,
t=0

Ereachzét(Pr(treach 2 ) Pt ) =
t=0

= a. (t -H') Pr(treach t% at P'(t reach t) > ?(t reach t)
t9

t=0 t &

Thus
(7) treacn= A Pr(teacn *) BEo ‘P eoge a' 83 e{E ).
t=0 t9 Ct & =
wherey is anidentity matrix of the samedimensionasthe matrix1 . The
existenceof theinverse (E- |:)'1 follows from the uppertriangularprop-
erty of thematrix (f 71 ). All its diagonalelementscan be found from

theaboveexpressiorof J;, and their product is positive

Thistheoreticaldevelopmennaturally leads to the following result
Proposition3. For any Markov chain, thexpectedtime of first

reachinga state from the given setig...= § Pr(t

t=0

). If this series

reach

is converging, theten=6,(E - P r.

Generally speaking, formul@) canbe usedfor calculatingtrean de-
pending on the probability distributioR={ p;k 4,2,..,K of all poss-
ble states of theenvironment(as the valueg, are taken into account
through the matriX ) and also on the required learning level (as the value
L, is taken into account through the veatgr Unfortunately formula(7)

is not constructive because neither the probabilitigsnor the IeveI|-req

enter it in explicit form Furthermorethe considerable dimensions of the
matrix} (2 2) make the use of (7) difficult in practice

In a seriesof special casesimpler and more constructive exgre
sions can be obtained. Considare of theni the uniform distribution

P :{ p 4/ K &k H(} of all possiblestates of thenvironment
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In this case insteadof the Markov chainy with the valuesi=0,1,...,1,
consider a chaify whose values correspond to the numbehefstates of

the environment for which the technology has bdested In other
words thechainy, takesthevaluesfrom 0 to K inclusive.Then L, = &',

, and the transition probabilities have the form
g0 ifj<iorf » %
Py =1 1-@ifj i= 1+
bood ifj =i,
wherei =0, 1, ...K

Thenthe matrix (ET 1) is an uppertriangular bad matrix with the
elements

&0 ifi<i of » 4,
{1 -1 ifj is
bai-1 iff & %

wherei =0, 1, ...K

The inverseE- 1 )* is also an upper triangular matrix with the-el
ments

?0 if <i ,
e=i (-9 ifi & Ks
}1 if =K ,

wherei =0, 1, ...K
The operation(3, 0,0, ..., )E- F)'lr removes the first row from the
matrix (E- l:)'l and sums up those elements of this row for which

a X B < L In the uniform distribution case the sum consists of the
=1

flrst L,/ d=KL,, elementsand theexpectedtime of reaching theer

Teq

quired learning IevellTeq is

B KL,eq KLreg K
treach = a (1 01) _a—
i=0 i 9 K-i
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For K >1, the valuelreach has the compact approximation

|<|_req K KL eq 1 Klreg 1
teacn= 8 —— K 3 K' R § K dx
eeeh = ,aOK—l ar N7 k%
: KL,(_,q
= Kin(1 |<1x)0 Kin(1 L},

and

(8) teaen® KIN(1 k).
Note that expression(8) coincideswith the approximatesolution E

of the equation E[L]=1 {1 G')E L5, (see (2)), for which

,:ln(l- Lea) , IN(1 L)
In(1- d)

Next, calculatethe expectedime of reachingg he fiabs ol
levelL; = 1.
Assumeseveralstates of thenvironmentavebeentestd by some

KIn(1 L}.

time; let | OK states with the probabiliti€g;; i = Jj} be still unknown.

|
Clearly, § p ¢1.

i=1
Denoteby T({p;; i = 1,1 }) the expectedime of tesing the residuall
states, i.e., thexpectedime of reaching the learning levie]= 1. Using
mathematical induction, prove the formula

=\ . . : : ;
@ T({mi=1}) A n* &n w* & o+’
i=1 ik ki
Write (9) in another (equivalent) form

0 T({m:i=11}) 4 ( ¥ A% A
i lng 4
In otherwords, |t is necessary to demonstrate thakettgectedime
represents the sum of the alternating partial sums ofksllfrom
{pyi=11}, n=11. ]
Introduce the compact notatidd(k; ) for the sums of alks from
{p;i=11}, k=11, that appear if10):

1 o:or
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1

. ak. 0 . 1
(1) Q(k1) = & =am, 6 = a :
(ki 1) il;iz;...ik§:1 : 2 i PR, R R

In view of (11), expressiomlo) takesthe form

. . a4 RPN .
(12)T({|q;|:1,l}) ( N aae @ o =@y’ (iQ.
=1 Wiz GI 2 ~ i FE
Assume asingle state of theenvironmentremains utesed then

T({p;i=1}) =1/p.
Let relations(9) (10) and (12) be valid for the I(i 1) states, i.e.,

({ﬂl 1] 1}) 1 (kQ ).

Show that, in thls case, relatio(®, (10) and(12) will be valid for
the | states The eventthat thei = 1| states have been realized segue

tially is the unionof thel events in each of which one of thetates has
beenrealized first and the othdri( 1) states sequentially after Then

a9 7((n:i=11)) £ s 9 an @ i )
i=1 - s i :

wherethefirst termis the expectedime to thefirst of the realizedstates
i=1,2,& |. Each of thgth terms in the summand gives the probability

that thejth state has bedrsed first; thenT({p;; i = 1_I iij}) gives the
expectedesing time of the residual { 1) states
Substituting(12) into the righthand side of13) yields
'l | o
. ) . 0 "
a4 T({n:i=11}) LK +aEp aq ]%ﬁ Lk ) .
i=1 - i ®

Using(11) transform the second sumin the foIIowmg way:

Sa "X +1 o' LY. ki " P
aap &0 gkl 9 6 & @y- iliz'._j'k%l"' n, J+...

=1 k% - k1=

S 1

k

Eachof the probabilitiesp; in the numeratorsioesnot appearin the
sump +Q +. P inthe denominators. Henaie orderof summation

can be modified so that
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LA Lk 0 'Lt ks . p:
A gkl D) § s ! 4 ]
elgéa,kg( ) a ) 91 rak'l(%a]) iliz;..J:k%'l tR, . B

1-1 i I
=a(9)" a(n om0} & »
k=1 gy IEE SR PHN

Herethe summationprocedureruns overall js from1 to | not con-
ciding with any ofiy, i, € , iy. Consequently,

4 aean ;(p p, .+ p}
i=L] ilziz;...zk Ci = :

Usingthisrelationin the secondsumglves

g -1 PR} aﬂp b(p R, + Pk‘)
égepj A-D gk 9 g A )Y & -

k2 Sk oE iy iy P,

o.l. 6.1 +1 . -1 1 .
=zan a9 an 8 -+ e} (al)k 8

Ci=1 [gE} gty FUPSE ™
2 | B! 14
-Sa D 3D k) 5 e,
=1 R“l k 2

where ck is the number ok-combinations from the set bElements
Substituting this formula into14) yields

& YR 5
. 0 o}
T({Hi'zl’l}) “aa R 6 +aé? aeo GE’ae (alg 0
Gi=1 - ig C it ® Gk 1= +
- o -l o ] ~
-4 @) wEp o1p49C .
k=1 Ciz - GCkE -
&, 0
By definition, Q(I;1) =Arp, & and also
Ci=1 -

1+ (400 ¢ (129 - cHence1rd (4)'Ch €9

Finally, the desiredexpectedime of reachlngt he fAabsmel ut
ing levellL; =1 (in form (12)) is
|
e e k+1
T({p;|:1,|}) A( 9 (Rl).
k=1
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The outcomes of Sections P24 can be summarized as follows.
The propertiesof the designand adoptionprocessof a technologycom-
ponent the learning level and the expectedlearning time have been
studiedin detail. The next stage is to analyze the integration models of
technology components, which will be dondhe next section

2.5. Integration modelsof technologycomponents

Considerthe integration of partialtechnologycomponentseach @-
scribed by the basic modals thefollowing processes

A) sequential integration;

B) parallel conjunctive integration;

C) parallel disjunctive integration;

D) parallel integration with complete information exchange;

E)i ntegration wi ehrntbe | earning

To examinetheir properties consider the management process of
several technology components with an appropriatiegration of their
results The statesof partial processeareMarkov chainswith the prope
ties established abov&hen an integratedprocesswill alsoevolve asa
Markov chainon the state set defined by the direct product of the state
sets of thepartial processes

Following the sameapproachasbefore introducea K -dimensional
M

processX =(>gl, ) SR A ;5) K =8 K™, in which each elemend;
m=1

takes valud or 1, meaning that a correspondisigte of theenvironment
is untesed ortesed, respectivelyAlso introduce a procesg thatreflects

the number of a current state of the procesBoth processes, and j,
are Markov chains The transitionprobability matrix of the processy, is

uppertriangulatr andthis processsatisfiesPropositionl (on the asyip-
totic behavior of the probability distribution of statesd Propositior8
(on theexpectedime of reaching a given learning leyel

A. Let the integrationprocessbe intendedto createall partial tech-
nology componentgthe conjunctionof all { partial components Then
thelearninglevel - (thematuritylevel of theintegratedechnology is

the probability that none of the partial processes will have asstul
state of theenvironment during a next tésthe product of thenaturity
levelsof all partial technologiedn turn, this probabilityis the productof
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M
the probabilities L™ of all partial technology components: ™ =Q L.

Consequently,
. M M K o
15 ege gOE v -@g a w(t w)
m=1 m3 k=1
Formula(7) thatdetermineshe expectedime of reachinga required

learning level of a single technology component can be easily extended to
the case oM elements as follows

(16) EAreach: au_ Pr(tA reach I) :ua,Pr( ma){tm reac} t)>
t=0 to m

4300 ¢ ,7)
t=0 Q m=1

If the design processes of all technology components have the same
characteristics, then

Mm-(@%@)ggmv(tﬁﬁ
_ManPr +a$a:;|] 1" (e f)’ ( 0

t9Cm 2

Usingthe sequenc®f the eXpeCtedimeStAreach for differentincreas-
ing values M, we can calculate the first differences

Dtv =5 & R(L ¢ ‘P~ and also the second differences
t=0
Dty = a (e ‘ﬁz (1 e ‘r)“IAD'z. Clearly, laeat is growing withM but
t=0
the rate of growth is an increasing function\df In addition, the first
differences are bounded above and below

Ereach' é(eo Pr)z :naq) tdl & ‘r)P _tlvﬂ: Dn&)<t r -treech-
t=0 t 9 t &

B. Let all partial processebeindependentlymplementedn parallel
to eachotherandalsolet the integrationprocessoe intendedto createat
leastone of the partial componentgthe disjunction of partial comjp-
nentg. Thenthe finon-maturityo level of the complextechnologyis the
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share of the uwesed states of the complex environment,
M
1- " =O(1 &) and hence

m=1
M @K ¢
AN eg™ g1 -Oea (L a) -
m=1 €k=1
In this case, thexpectedime of reachingarequiredearninglevel
of M elements is calculatexb

- Q o a2 M
(18) U8 reach = a. Pr(tB reach *) :ap’( rnlr{tm reac} t)> ?m e 0 mtrnP"
t=0 t9 '

t Cm=1
If the partial processes have the same characteristics, then

- o aM 0 - M
teran=8 20 Pl 6=d(e ‘P -
t=0 G m=1 Tt
Forthe parallelimplementatiorof severapartial processewiith the
samecharacteristic¢casesA andB), theexpectedime is
()‘ 1=
O ( 'ﬂ'.) M -l tB reach

_ B o QM -1 m
tAreach = M1 reach *ageaC{A”( 1)m-l(% tﬂ?

t=0Cm 2

where lreach, taean and {8 reach denote theexpectedimes of completing a
partial process, alM partial processes and at least one ofNhpartial
processeggspectivelyln addition, the following chain of bounds holds:

Mireach' (M '1)EB reach £¢\ reach NH— reacl

For the parallel implementation of two partial processes with the
same characteristics (casesaid B), theexpectedime formula gives

tareacn= 2 reach 18 rea. Hence the expectedimesarerelatedby
treach = (tA reach B reac)\/ 2.

C. Let two technologycomponentde implementedsequentiallyso
thatthe secondcomponent is initiated directly after the completion of the
first component This caseis describedby two independentMarkov
chains the second chain starts evolution from a known state as soon as
the state of the first chain reaches a given don&ich a complex tée
nology consists of two elements and the second element can be designec
only after the compl@in of the first component. Theobability distribu-
tion of the designcompletiontime of this complextechnology the time
of reaching a given domaiior the second chaiinis the convolution of
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the probability distributions of the times for both chaifisis law can be
used for calculating the integrated learning curve anéxtpectediesign
time as the sum of thexpectedlesign times of the partial technologies

D. Let a technologycomponentbe independently implementeih
parallel within several (M) processes with complete informatiox-e
change Then M independentest are organizeduring oneperiod (lke-
tween two successive timem)d hence

(19) EgL™ g1 é n (1 pK)Mt :

In this case, thexpectedime of reaching a required learning level
of M elements can be calculated as

(20) {reach:'é Pr(treach :t) %eo mip eo(:E m)-lp.
t=0 t9

As is easily demonstratedthe learning curves(15), (17)and (19)
saisfy all statements of Propositiéh

E. ALearning to | e a rLet théprocess of technologgdoptionbe
runningsimultaneously with its desigin otherwords assume thénten-
sity of environmentestng is varying in accordance with another learning
curve

K
Considera processL, = § x, p, thatdescribeshe designandadaq-

k=1

tion process of a new technology and also a proce&sé X,q that
j=1

describes the managememocessof the desig technologyof the former
technology (fithe learning to learnd). The processes, and [ will be
assumed to be statistically independent

At eachtime t, the states of theenvironmentare tesed with the
probability[ oris ki ppedo wi t h L). né¢he |ptteracdse, b i |
a state ofthe environments nottesed and the processgg has invarma-
ble states® Consequently,

13 This model may have an alternative interpretationas follows. Checksare
performed at each step while a technology for a site is designed with some
probability determined by a metaprocdssthe logistic mode] this probabilityis

equal to the learning level in the process itself; in the hyperbolic model, to the
probability of fAerror o r inabthefattorDo s o me
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J
}e X with probability-lé_ X, G
B

EgXea|% @
kat+(1 %) B With probabllltya G
i=

where Eg]')g<t denotegheconditionalexpectatioroperatomgiven x,, .

Then ngmmﬂﬁ %+ AL %), where

Eéaq&t u=1 a 4 o
éi=1
Passing fromhe condltlonalto unconditionakexpectationyields the

differenceequation

(21) E[%e] = E[%] 4, b (2- E[x]).
which can be used for calculating x_ ] sequentially for alt oo.
Introduce the notatiory, =1 £[x,]- Then

E[th+1]:1 - = Y4 Rtl - andY, = Y(l 'ttpk)'

tal
Sincey , =1, it follows that Y, =O (1 4,p.) and consequently

E[x]=1-O( +n) 1= Ogel R+ua ar

Finally, thelearning curve takes the form

@) E[L]=a nElx]= dng Ot 1,p),

aioe

14003 n maq,(l q)

k=1 t= 0(;
Considerexpression(21) in detail Calculatethe flrst differences
DE[x.] =t.p - Notethat(a) DE[x,]|.., =0 for any p, because
1,=0 and (b) DE[x,] >0 for anyt>0. In other words, E[x,] is

growing fort > 1 , which seems intuitively clear
Calculate the second differences

(23) ’E[%.] = Hx] ER] 1om( - Y1RY - 4R
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:'{t+lpk(1 B p)Yt _t‘katzkat('lHl(l- 1 p) - t)'
Above all, D?E[x.]|.o = P4, 0. However |, is monotonically

increasing from0 and asymptotically converging tbas t- ©@. Then
DZE[th]lt- a =< n<2Yt < and DZE[th]lt- == O-.

Thelearningcurve E[ L, | :5‘1 n E[x,] is a linear combination of the
k=1

processesE| x| with strictly positive coefficients. Hengehe first and

second differences of the learning curve satisfy all statements formulated
for g[x,]. More specifically,

TE[L ] =0;

1 DE[L,]|,, 0 and DE[L,] >0 for all t>0 (the learningcurveis
increasingn t from 0 and asymptotically converging tg 1)

1 D’E[L]|.-0 0, D’E[L]],. . <0 and D’E[L,]|,. , - O- (the learning

curve has amflection point being strictly convex on the left and strictly
concaveon the right of it)

Consideran examplef o r it hao |I|eeabetral paxsible
states of the environment be uniformly  distributed

={pk 4/K;k ]?(} and also IetQ:{qj 4/J; | L-_J}

Using the notation/? = J™*, write

G = Eeaqx]t u:1 aJ 1 37) 1419y 1 aw).
éi=1
The correspondlng Iearnlng curve has the form

24) g[L]=1- O (1- d(1- @- ¥))-

The seconddlfferenceformula(17) can be employed for estimating
the inflection point t of the learningcurve (18) in the case of complex
technologiegK 1 1,J1 1 andK <J). Theresultingestimatds

toJKJ 925k QK.

Write (24) in the equivalent form

Ak-1
E[L[]:l 'engé. In(l dexp( /)) , Where(i = In(1 + Jl 1).Then
€r=0 -
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k=2

E[L]=E[L.] #(- @ -47)O- (@ @ y)=

= E[L.]+@- E[L))a(t- @ - 47) =B+ (17 b) E[L],
whereb; = a’(l— @@ - /7‘1) =@ exp( & 1).Thus thelearningcurve

(24) is a igeneralization of the learningcurve (2) in which the coeffi-
cients{ } of the difference equation dependtbe time variable

Consider several special cases of learniggarn, namely, proces
es in which the probability afuccessful technology sign for each of
the first encounteredtates of theenvironmentis not identicallyl and
dependnoton t he state of a similar #
(22)) buton the learninglevel reachedin the process itselfiMoreower,
this relationcan be both increasing (see the logistic learning curve model
below) and decreasing (see the hyperbolic learning curve niuzdeh).
The corresponding class of learning processils be conventionally
calledautolearning
Logistic learning curve. Consider an important special case of
Al ear ni napfollows. Hom suffiaedtly large number of practical
situations, the intensity dksing different states of the environment is
proportional to the learning level, =‘ E[L{]. Really, when testing new
(e.g.,aerospace or transppgquipment, or commissioning new pradu
tion complexesat the first stages the product or complexften tested
for a limited set of operating modes (bench and ground tests, idling, etc.).
As experiencedevelops the range of modes expaneédto thecomplete
set of all possible modes ambnditions of theenvironment and the
transition to standard ude performed which well matchesthe formal
assumption thaitherate offl e ar ni ngo i s reachedevelr t i o
This situationcorrespond$o a specialcaseof the self-learningmod-
el in which the design process of the technology coincides with its

adoption process.

For the sake of analysis, rewritke differenceequation(21) in a
slightly modified form as follows

(25) DE[Xe] =40 (1- Hx]).

If all states of thenvironmentareequallyprobable(py=U0=1/K),
thendue to(25) the learning level satisfighe difference equation

dDE[x,] =1, 81 E[x])= 4 *¢ [ o[¥]).



Summation ovek yields

(26)DE[L.,])=1, K- A d[E] =, (¢ -L]).
In thecase =" E[L{], thedifferenceequationof the learninglevel
takestheform

(2n) DE[L.] =m cE[L](L L]).

(A similar resultfor the continuoustime modelwasestablishedhn [40. ].)
Equation(27) representa differenceanalogof the differential equa-
tiondxdt=bx (17 x), where b= m . Thelatters solutionis thelogistic
curve a classicalconcept in the theory of learning; for example, see a
survey in[55. ]. Thediscreteform of thelogistic curveis described by

1
(28) E[L]=— :
1+ (7 Dexp( bt)
This function is monotonicallyincreasing frome=>0 (@att=0)to 1
(ast- +n).

As arule, the solutionsof similar differenceand differential equa-
tions are not the functions ofthe same form; generallgpeaking,the
logistic curvein the discrete forn{28) is not a solution of27). There-
fore, we will establish conditionanderwhich function (28) well appro-
imates the solution of equati¢2?).

For the sakeof local simplifications, introduce the compact notation

X = - for function(28).

1+ba
First, prove thathe difference equation describi(@g) will turn into
the differential equationlx/dt=bx (17 x) as Dt - 0. (Hereqgt denotes

the discrete time increment.)

In view of the compactnotation write x, = and further

1+bad* "
transform this expressiohe following chain of transformationsare

correctas Dt - O (in fact, under the conditioh(a) Dt < 1):
= 1 0 1 = 1
0 T ba ™ 1+ba (14n(a) B 14d baI{g tD
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_ 1 1 .
1+ba' 1+ ba (1+bd) " In(4) D

1 t :
01+bat(1 ba'(1 bd) In(3g aD =
1 ba'

aErTw (1+bat)2|n(a) tD x=+ % (1 -%)In(a) t.

Therefore X, p,=%+X(1 -x)in(a) B if In(a)Dt<1l. As a result
% =In(a)x (1- x ), whichcompleteghe proof.

Obviously, for In(a)<<l and Dt = all thesetransformationgemain
in force andthe differenceequationdescribingthe logistic curve in the
discrete form(28) is well approximated b{27).

In accordancavith the intermediate notationky(a) =b=¢l=¢/K
and hence the conditidn(a)<<1 can be written as / K<<1. Thus for a
largedimensionK of the setof all states of theenvironment the logistic
curve(28)is well approximated by the difference equat{@mn).

The logistic learning curve (28) @assical inthe theory of learning
[55. ]. At the same timethis curveis a special casef the learningto-
learn modelthat correspond to the uniform distribution o& lafged set
of all states othe environmeniandthe proportonalrelation betweethe
intensity of tesing different states of the environmentand the reached
learninglevel.

If the learningcurveis logistic (see(28)), then theexpectedseries

length has the formN, =/ (1 - ) "exp( ) generatedby the compact

difference equatioM..; = exp(b) T,.

Hyperbolic learning curve. In another special case of autc
learning the intensity of testng different states of the environmentis
decreasing in the learning levek=* (17 E[L{)? wherea> 0. In prac-
tice, this relation well describesthe limited cognitive and/or compa-

tional capabilities of a learned actor (in particular, the finite capacity of

shortterm memory.

We will derive a difference equation of the learning lemehis case
by analogywith thelogistic learningcurvefor the equallyprobablestates
of the environment; see the previous paragralphthis special case
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expressior{26) remainsin force too. Substituting, = (1 - E[L])®into it
gives
1+a

(29) DE[L] =, (1 E[L]) =l E[L])
Equation(29) represents differenceanalogof the differential equa-
tion dx/dt=b (1 - x)**?, where b= m . Thelatters solutionis the hype-

bolic learning curve a classicalconcept in the theory of learning; for
example, see a survey[ibb. ] and the pioneering papdi&s. , 74.].
Thediscreteform of the hyperbolic curvas described by

1
30 E[L]=1 ————~.
(30 E[L] (1+abt)”
This function is monotonically increasing from O(at t=0) to 1 (as
t- +n).
Like for the logistic curve, introduce the compact notation

x =1 and use the same considerations under thei-cond

(1+ab t)lla

tionsb<<1andab<<1to obtainX,, =% (1 %)™

The condition b<<1 is equivalentto € U =¢ / K<<1. Consequently,
the hyperbolic curve satisfiesthe differenceequation(29) for a flarged
dimensiorK of the setof all states of thenvironment

In this case the expected series length has the form

N =(1 et
Thedifferenceequationof the expectedseries length is
\ a la
N, =N 4 a 7 1
In particular for a = 1 the equation turns intid,; = N; + b.

Thus, he hyperbolic learning curve 30) (its difference analog
E[L] = E[Li.a] + b (17 E[L.4]**) is a special casef the learningto-learn
model that correspond to the uniform distribution of large set ofll
states of thenvironmentanda decreasing relation between theensity
of tesing different states of thenvironmentand the reachedlearning
level

Auto-learning. Considera continuousautolearningmodel as fd-
lows. Let the dynamics of the learning leve(t)i [0,1], t 20, be -

scribed by the differential equation
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(31) z() =91 -2 W 2
with an initial condition z0)=/ [0,1), where g>0; p(0):
[0,1]- (O, A] is a continuous function) < A< +Hb. (If p means proa-
bility, thenA=1.)

Due to theaboveassumptions, we have the following.

a) Thesolutionof equation(31) exists and is unique.

b) The relation z(t) is a strictly monotonically increasing function,
e, "t 20:2(t) ¢.

c) If z0)=0,then" t 20: z(t) &- exp( -gAt).

d) Therelationz(t) is slowly asymptotici.e.,

tI_irpuz(t) =1, tIi(nﬂ';(t) 0.

Different autelearningcurvescanbe obtained by varying (z). Spe-
cial casesncludemanyof thelearningcurvesconsidered:

1) the exponentialcurve (Adegeneratecas@i autclearning is e-
placed by standard learninp(2) : 1)

/=0, 2() =91 -2); z(t)=1 -exp( gt).
2) the logistic curve

p@=2/>0; () =gzl -2; (V)= 1

1+(7 Dexp( gt)

3) the hyperboliccurve

5(2): (Li 2%a>0,/=0; 2() =gl -2**; 2(t)=1 —*

la *

(1+agt)
The graphsof the threelearningcurveswith g=0.1anda=1 are
shownin Fig. 10.
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Fig. 10. Exampleof threelearningcurves solidlinei &xponential
thicklinel Togistic, dashedinei hyperbolic

Complex learning curves. The framework of the autalearning
model(3l)can be wused to constr Usst], fc
e.g.,the curves with plateadrig. 11 illustrates the graph of a learning
curve determined by the equation z(t)=91 -2 3, where

p(2 =1 %Sin(Gt), with the parametep=0.1. The secondtermin

theright-handsidemaydescribeproductivity variations during a working
day(e.g., the warmingip or fatigue effec)s
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