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without whom this book would never appear

In recent years problems associated with developing various organization systems

(OS) have been discussed extensively in scientific literature. Those problems become
more and more urgent since nowadays modern OS are characterized by [168]:

e increasing both the systems’ complexity and the number of their hierarchical levels;

e various random disturbances which affect the systems’ realization (especially in
project management);

e evaluating the progress of an OS usually only at preset inspection (control) points
since it is impossible or too costly to measure the system’s output continuously.

By examining the existing literature (see, e.g., [5, 168]) one can draw a conclusion

that there exist at least three main shortcomings in the area of analyzing and synthesizing
modern OS:

The existing quality techniques are not applicable to OS since they deal only with
finished products and services. The developed utility theory [125-127] is restricted to
solving market competitive problems alone. Thus, all existing models focus on
analyzing the competitive quality of OS’s outcome products rather than dealing with
the quality of the systems’ functioning, i.e., with OS in their entirety. This may result
in heavy financial losses, e.g., when excellent project objectives are achieved by a
badly organized project’s realization.

Thus, a conclusion can be drawn that the existing utility theory cannot be used as the
system’s quality techniques. In order to fill in the gap, we have undertaken research in
the area of estimating the quality of the system itself, e.g., the system’s public utility.
We will consider a complicated organization system which functions under random
disturbances. Such a system usually comprises a variety of qualitative and
quantitative attributes, characteristics and parameters, which enable the system’s
functioning. The problem arises to determine a generalized (usually quantitative)
value which covers all essential system’s parameters and can be regarded to as a
system’s qualitative estimate. We will henceforth call such a generalized value the
system’s utility.

. Another conclusion which can be drawn, is as follows:

It goes without saying that a large (multilevel) OS, like any other system, has to be
planned and controlled. This, in turn, requires developing a corresponding multilevel
unified mathematical model comprising local interconnected models at each level.
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The latter have to determine both control actions (e.g., resource reallocation) and
various decision making. It can be well-recognized that no real OS comprise such
models as yet. Moreover, important OS such as construction, maintenance, service,
agriculture, socioeconomics, safety engineering, do not implement even local
optimization models at any level. More formalized OS like man-machine production
and project management comprise various separate local models. However, the latter
do not form a multilevel unified on-line control model with cyclic information. They
are practically unable either monitoring the system’s object under random
disturbances, or estimating the quality of the system’s functioning.

In order to fill in this gap as well, we will create and outline in the monograph a new
multi-parametric on-line control optimization model in order to maximize the
system’s utility as a generalized quality measure of the system’s functioning. Since
such a model is, in essence, a trade-off compromise between the system’s parameters,
we will henceforth call that model harmonization model (HM).

The last major shortcoming of the existing theory of OS is that practically no attempts
have been made to create proper analysis and synthesis models for hierarchical
complicated OS, e.g., holding corporations including marketability problems, or
highly complicated multilevel production and project management systems
(especially by means of on-line control). We will do our best to widespread the utility
theory on those systems’ functioning, including the outcome product’s life cycle.
Newly developed models will be outlined in our monograph, including models for
strategic holding corporations and three-level on-line control models of project- and
production management.

It can be well-recognized that the majority of man-machine OS under random

disturbances are innovative in nature. Indeed, they deal either with:

developing new hi-tech products, unique installations with no prototypes in the past,
modern safety engineering devices, multilevel stochastic project management
systems, etc., or with

improving existing OS which function under random disturbances.

Taking into account that since both cases usually result in obtaining novel results, a

conclusion can be drawn that OS under consideration have a strong innovation tendency.

The structure of the monograph is as follows:

In Chapter 1 the description of man-machine OS is presented. A special emphasis is

drawn on the four essential characteristics of the organization - the system’s content
(personnel, equipment and resources), its structure (man-machine OS comprise usually 2-
4 hierarchical levels), its communications (i.e., the information flaws) and the decision-
making procedures. Standard control actions typical for the majority of modern man-
machine OS, are presented as well.



It goes without saying that a single monograph is virtually unable to reflect the vast
spectrum of man-machine OS being operated under random disturbances. Thus, we will
focus our mind on the following man-machine OS: project management, construction,
safety engineering, man-machine production systems with variable speeds, maintenance
systems (relative to safety engineering), compound and multi-attribute OS, strategic OS
(multilevel holding corporations and marketing OS). A special place occupy the so-called
hierarchical active systems actually referring to man-machine production OS with a high
influence of the human factor [32-38].

In Chapter 2 a justification for using beta-distribution for calculating man-machine
operations’ duration is outlined. The presented material examines both cases of a single
processor and several identical processors. Emphasis is made on particular “family
members” of the beta-distribution variety, e.g., the Freshe distribution law [69, 92],
which proves to be very efficient for estimating time durations not for a single activity
but for a whole fragment. It is shown that the Freshe law is stable to operations of both
convolution and maximization.

In Chapter 3 control concepts in multilevel man-machine OS are outlined. Several
essential control concepts, namely plan assignment, coordination, planning trajectories,
various resource parameters, etc., are all introduced as basic techniques in planning and
regulating production OS under random disturbances.

In Chapter 4 we present models for determining inspection points in various OS. Both
cases of one-level and multilevel OS are considered.

Chapter 5 presents newly obtained results in developing optimization models for
multiparametrical OS under random disturbances. The results may be applied to a wide
variety of man-machine OS including those pointed out above. The newly developed
theory enables both estimating and optimizing utility values of any man-machine OS.
The optimizing process (as mentioned above, referred to as harmonization) is carried out
on two levels and comprises a modified simulation model at the lower level accompanied
by a search coordinate descent algorithm at the upper one.

Chapter 6 outlines risk management problems associated with man-machine OS. New
combined models including risk management and harmonization models, are presented.

Chapter 7 houses a cluster of newly developed cost-optimization models related to a
specific but very important case of man-machine OS with several production speeds
(rates of advancement to accomplishing the system’s objective) which depend on the
degree of intensity of the system’s functioning. It covers many representative man-
machine OS, e.g., construction OS where a construction team may be employed different
hours a day.

In the next Chapter 8 the theoretical results outlined in Chapter 5, are applied to
estimating the quality of PERT-COST projects’ network (both single and multiple
projects) under random disturbances. For multiple projects networks, both cases of



projects with equal and different significances are examined. The chapter contains
numerical examples obtained by means of harmonization modeling (HM).

In Chapter 9 the HM approach has been applied to safety engineering fault tree cost-
reliability optimization. Corresponding numerical results are outlined as well.

Chapters 10 and 11 relate to maintenance cost-reliability optimization, mostly with
safety engineering implications. Two different models are examined - the HM versus the
“look-ahead” predicting model.

Chapter 12 covers both HM and heuristic modeling for the case of construction OS.
Several different cost-optimization models for a three-level and a two-level OS are
considered and developed.

In Chapter 13 a hierarchical active man-machine OS [32-38] based on essential
human influence is described. The basic idea is as follows: since the system’s elements
on neighboring levels (being in fact subordinated) are not contradictory in essence, the
corresponding assignment plans, together with the revenue obtained by each other, must
be optimal (or, at least, quasi-optimal!) for both of them. Several examples illustrating
this general idea for PERT-COST project management systems, are being outlined in
Chapters 13 and 17.

Chapter 14 describes a compound multi-attribute case of OS referring mostly to
strategic management in order to maximize the outcome product’s utility on the basis of
designing subproducts.

Chapter 15 outlines a cost optimization model for a truly strategic OS, namely, a HM
for a complex holding corporation, comprising several subsidiary corporations.

Chapter 16 presents optimization models in strategic marketability and, in this course,
outlines an algorithm determining the minimal R&D project’s budget to enable
accomplishing the project on time subject to the reliability constraint, thus resulting in the
maximal marketability value.

Chapter 17 outlines a hierarchical on-line control model for stochastic project
management [70, 104]. A multilevel control model for several stochastic network
projects is suggested; at any control point the model determines:

optimal budget values assigned from the company to each project,
optimal budget reallocation among the project's activities,

optimal control points to inspect each project,

optimal resource delivery schedule for project activities,

and comprises two conflicting objectives:

e minimize the total number of control points for all projects, and
e maximize the probability of meeting the deadline of the slowest project.



In the last section of the chapter we have combined the results outlined above with
human factor influence techniques referred to in Chapter 13. A conclusion can be drawn
that the combination of the theory of active systems [32-38] and the results outlined in
Chapters 5 and 8, may raise essentially the quality of the hierarchical project management
system as well as the human behavior of the system’s personnel.

In Chapter 18 a hierarchical on-line control model for production management is
presented. The approach to solving interaction problems between different levels in
hierarchical control systems is based on the conception of emergency, introduced by
Golenko-Ginzburg and Sinuany-Stern [79]. By using the idea that hierarchical levels can
interact only in special situations, so-called emergency points, one can decompose a
general and complex multi-level problem of optimal production control into a sequence
of one-level problems. This approach is applied to a control model for three-level man-
machine production system [78, 91, 102, 124]. The system comprises the factory level,
several sections and multiple production units. A newly developed approximate method
for solving reallocation problems is suggested. The method is a combination of the
coordinate descent method and a high-speed iterative algorithm with an implemented
switching procedure based on two objectives: the unit and the product criteria.

Thus, it can be well-recognized that the monograph’s content is subdivided into four
different parts:

I. Chapters 1-7 present various concepts for time-, resource- and control parameters in
man-machine OS, including the general approach to solving optimization problems.
Practically speaking, we present hereby our ideology.

I1. Chapters 8-12 describe the results obtained by applying the developed theory to
several most important man-machine OS: project management, construction, safety
engineering, various production OS, etc.

I11.Chapters 13-16 cover problems of strategic management with a higher level of
hierarchy and, as a result, more complicated cost-optimization problems.

IV.In the last two chapters (17-18) the newly developed multilevel hierarchical on-line
control models for project management and production management are outlined.

In conclusion, let us cite Prof. W.G. Scott (see [5], p. 119) who four decades ago
wrote the following words:

“Modern organization theory needs tools of analysis and a conceptual framework
uniquely of its own, but it must also allow for the incorporation of relevant contributions
of many fields. It may be that the framework will come from general system theory. New
areas of research such as decision theory, information theory, and cybernetics also offer
reasonable expectations of analytical and conceptual tools. Modern organization theory
represents a frontier of research which has great significance for management.”

We hope that our monograph will help meeting some of those prophetic targets which
have not been reached as yet.
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PART |
BASIC CONCEPTS OF MAN-MACHINE
ORGANIZATION SYSTEMS UNDER
RANDOM DISTURBANCES

Il Chapter 1. Organization Systems’ Description

81.1 Standard two-level organization system

Consider a standard two-level organization system (OS) comprising a control device
at the upper level and n elements E,, 1<k <n, at the lower level. In order to outline the

problem the following additional terms have to be introduced.
1.1.1 Notation

Let us denote:

R - the system’s resources at the beginning of OS functioning (pregiven);
R, - remaining system resources at moment t (observed via inspection);
Ry - resources assigned to element E, at moment t >0 (to be determined);
) - the due date for E, to meet its target (pregiven);
V, - target amount (the planned program) for E, to be reached at D, (pregiven);
Vi - the actual output of E, observed at moment t (a random value obtained via
inspection);
P, - the chance constraint, i.e., the least permissible probability of meeting the

element’s target on time;
v, (R,) - the random speed of element E, depending parametrically on R, ;

R - the minimal resource capacities;
R - the maximal resource capacities;

k min

k max

1.1.2 The problem

The optimization problem to be solved at each emergency point t*, when it is
anticipated that a certain element E, cannot meet its local target on time subject to its

chance constraint, is as follows:

For all non-accomplished elements determine new resource capacities {RW} to
minimize the objective



min > R (1.1.1)

subject to
PV +v, (R .JD, -t)2V, |> p,, (1.1.2)
Remin <R SR 1<k <, (1.1.3)
2R =R (1.1.4)

Note that here we assume the simplest case of generalized resources (e.g., budget
assignment) versus the case of detailed resources. Moreover, we will not consider the
case of several element’s speeds for one and the same resource capacity R,. Those

different speeds may be achieved by intensification of the element’s functioning,
although the time unit cost would under such circumstances certainly increase.

The problem (1.1.1-1.1.4) may have many modifications, but the principal
conclusions outlined below remain the same:

A. The information flows at moment t=0 go first downstairs, while at all emergency
moments they develop upstairs, from element’s level to the system manager, and
afterwards (after the new resource reallocation) proceed again downstairs. Such a
switching procedure remains in the course of the system’s functioning.

B. Decision-making, i.e., control actions, results in reallocating remaining resources
among non-accomplished elements. They are implemented at the upper level only.

In more complicated cases, i.e., in case of a three-level OS (e.g., several network
projects of PERT-COST type [101, 104]), decision-making is carried out on two levels:
at the upper one (resource reallocation among the projects) and at the project level
(resource reallocation among project activities). Control actions may also result in
changing the element’s speed (in case of several speeds for one and the same resource
capacity) and in re-scheduling the starting times for system’s elements (if required).

All these problems are being outlined in the below sections of the monograph.
81.2 General multi-parametrical harmonization problem

We suggest calling the system's utility a weighted linear function of the system's
parameters with constant coefficients. The parameters are divided into:

¢ independent parameters, where for each parameter its value may be preset and may
vary independently on other parameters’ values, and

e dependent parameters whose values may not depend uniquely on the values of
independent parameters. However, when optimized (for the same values of
independent parameters), they are solely dependent on those values.
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Both independent and dependent parameters together with the coefficients of the
utility function are externally pregiven.

If an organization system functions under random disturbances and comprises n,
independent basic parameters Ri(i”d), 1<i<n,, and n, dependent basic parameters

R}dep) , 1< j<n,, the harmonization problem boils down to maximize the system’s utility

i=1

j=1
subject to certain restrictions. We suggest determining the optimal vector

R. = (Rl(‘,?d), R(M), ... RN, R R Rﬁj‘if’)) (1.2.2)
which delivers maximization to the system’s utility Uy, by means of the following
sequential stages:

Stage | - implement a look-over algorithm to examine all feasible combinations of
independent basic values {Ri(‘”")};

Stage Il - determine optimal values {Rgdgg? } for all dependent parameters by means of
values {Ri(‘”")} obtained at the previous stage; for each j-th dependent
parameter an individual optimization model (called henceforth the partial
harmonization model PHM ), is used. The latter enables the optimality of

each value R\%?) which solely depends on the combination {Ri(‘”d)};

Stage I11- calculate the system's utility U4 via (1.2.1) for the combination
(R RYER (1.23)
obtained at Stages | and II;

Stage IV- calculate the optimal system's utility by determining the optimal combination
(1.2.2) for all independent and dependent parameters which delivers the
maximum to U, .

If, due to the high number of possible combinations {Ri(‘”d)}, implementing Stage |

requires a lot of computational time, we suggest to use a simplified heuristic search
procedure, e.g., a cyclic coordinate search algorithm.

Thus, we suggest an approximate harmonization's problem solution as follows. At the
first stage a relatively simple search algorithm in the area of independent parameters, e.g.,
the cyclic coordinate descent method, is implemented. At the second stage, in order to
evaluate the optimal value of each dependent parameter, an optimization problem PHM ;,
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1< j<n,, has to be solved. Thus, the idea is to obtain independent parameters’ values at
the first stage and to use them as input values of all partial harmonization models at the
second stage.

PHM is usually a stochastic optimization model which is solved on the basis of
simulation modeling. However, in certain cases, e.g., reliability and safety engineering
problems, various PHM require more complicated formulations. In such cases we suggest
to use additional heuristic models in order to implement realistic quantitative links
between the system's attributes. For various dependent parameters the PHM may be
formulated and solved by means of expert information.

81.3 Applications to safety engineering and project management

Projects with pregiven structure (in the form of PERT-COST network models)
comprise 3+4 basic parameters as follows:

o the budget assigned to the project (independent parameter);
e the project’s due date (independent parameter);

e the project’s reliability, i.e., the probability of meeting the project’s due date on
time (dependent parameter);

o a safety engineering parameter, i.e., the probability of a hazardous failure in the
course of carrying out the project (dependent parameter).

Two different cases are considered:

e case of one project;

e case of several projects with different or equal importance and significance.
The developed research considers the following models:

1.3.1 Harmonization models in reliability and safety engineering

A hierarchical technical system functioning under random disturbances and being
subject to critical failures at the bottom level which may result in an accident or a
hazardous condition including environmental safety violations at the upper level, is
considered. If a certain failure at the bottom level occurs, it may affect some system
elements at higher hierarchical levels, and, thus, cause a hazardous failure at the top level.
All logical relations between the system's elements are formalized by a fault tree
simulation model which is externally pregiven. Certain primary elements at the bottom
level, together with their corresponding primary failures, can be refined by undertaking
technical improvement. The list of the latter is pregiven as well. It is possible by means of
fault tree simulation to evaluate the increment of the system's reliability by implementing
any set of technical improvements. The harmonization models center on determining an
optimal sub-set of technical improvements in order:
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o either to maximize the system's reliability subject to a restricted budget assigned
for the improvements' implementation, or

e to minimize the system's budget subject to a reliability value restricted from below.

Both PHM are optimized by a combination of heuristic decision-making rules and a
fault tree simulation.

Two different cases are considered:

e asimplified cost-sensitivity trade-off model to solve cost-reliability problems for a
complicated hazardous technical system with two basic parameters: cost and
reliability, and

e more complicated trade-off harmonization problems where the system's utility,
cost expenditures, reliability values and other basic parameters are linked together
by means of sensitivity relations.

1.3.2 Harmonization models for a single network project

A PERT-COST type project with random activity durations is considered. The project
comprises several essential parameters which practically define the quality of the project
as a whole:

¢ the budget assigned to the project (C);
e the project’s due date (D);

e the project’s reliability, i.e., the probability of meeting the project’s due date on
time (R).

To establish the utility of the project, the concept of the project’s utility is introduced.
This is carried out within the framework of the general theory of optimal harmonization
models for multi-parametric organization systems. In order to maximize the project’s
utility, a three-parametric harmonization model is developed. The model results in a
certain trade-off between essential project’s parameters and is, thus, a compromise
optimization model. The model’s algorithm is a unification of a cyclic coordinate search
algorithm in the two-dimensional area (cost- and time values) and a partial harmonization
model to maximize the project’s reliability subject to the preset budget and due date
values. The PHM comprises a heuristic procedure to reassign the budget among project’s
activities, and a simulation model of the project’s realization.

1.3.3 Harmonization model in project management with safety engineering concepts

The harmonization model is extended by supplementing its basic parameters by a new
essential parameter defining the utility of the project as a whole, namely, the probability
P of a hazardous failure in the course of carrying out the project. On the basis of expert
information we came to the conclusion that a hazardous failure capable of jeopardizing
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environmental or personnel’s safety, depends mostly on the following project’s control
actions:

e decreasing the project’s due date, and

e increasing the intensity of the project’s realization without undertaking proper
safety engineering measures.

A formalized four-parametric harmonization model accompanied by a heuristic
solution has been developed. The model is based on a cost — time — reliability — safety
trade-off.

Parameters C and D are input values of the model. VValue R is optimized by means
of a heuristic procedure. Value P is calculated on the basis of dependency P(C,D)
obtained by means of statistical analysis and expert information.

Optimizing the harmonization model is carried out by solving the main problem (to
determine an optimal budget value C and an optimal due date D) and two subsidiary
problems as following:

¢ solving the optimal PHM problem, i.e., maximizing R(C, D), and
e calculating P(C, D) on the basis of expert information.

Note that Problem Il is the first harmonization model of mixed type, where
optimization techniques, simulation model and expert information meet together.

1.3.4 Harmonization models for several network projects

A highly complicated project management system including several simultaneously
realized PERT-COST type network projects, is considered. The projects are of different
importance and significance; for each k -th project its corresponding priority index », is

pregiven. The total budget at the project management disposal to carry out all the projects
is limited. Given for each project its priority value, the problem is to determine optimal
budget assignments and optimal due dates of accomplishing each project, to maximize
the weighted sum of the projects’ utilities, i.€., the objective

J, = Maka(nk-Uk), (1.3.1)
=1

where n is the number of projects, and U, is the k-th project’s utility. The problem

centers on maximizing the system’s utility by implementing for each project the
harmonization model. The system’s harmonization model comprises two levels. At the
upper level a high-speed look-over search algorithm is implemented, together with a
partial harmonization model to determine the projects’ reliability values. At the lower
level a linear programming model is imbedded under certain assumptions.

11



Another harmonization model covers projects of equal importance. This results in
changing the objective,

J, = Max Min U,,
2 DL K k (1.3.2)

in order to maximize the utility of the project with the least utility value. Similarly to
model (1.3.1), harmonization model (1.3.2) comprises two levels with the upper level
identical to that in model (1.3.1). As to the lower level, modified linear programming
methods are implemented.

1.3.5 Interactions and linkage with other OS

Harmonization techniques depend solely on the organization system's model (SM) by
means of which trade-off optimization and utility estimation is carried out. Changing the
system's model results in entire changes of HM including all PHM.

For the case of Project Management the system's model is given in the form of a
PERT-COST network with random activity durations. The latter depend parametrically
on budget values assigned to those activities. All PERT-COST networks are presented in
a formalized shape and do not depend on the nature of the project. Unlike risk
management models, those SM do not deal with such risk factors as technology, design
changes, market regulations and policies, etc., although they usually comprise
probabilistic parameters which may affect those risk factors. All harmonization models
which are based on such formalized network projects, deal with only one risk factor,
namely, the risk not to meet the project's due date on time because of random durations of
the project's activities. Besides optimizing the project's utility, HM may serve as a risk
assessment technique. Being, in essence, operation research (OR) models (like fault tree
models, various models of mathematical programming, etc.), HM, thus, are not similar to
general risk management methods which are based on a variety of engineering, economic
and political aspects. However, HM may be compared with similar risk assessment
techniques, i.e., similar OR models, which are used in risk analysis. E.g., in cases when
certain comparative alternatives and scenarios in project risk analysis can be presented
in the form of PERT-COST sub-networks, harmonization models may be applied to
analyze those sub-networks, including optimization and calculation of their utility values.
Using HM as a risk assessment technique can be justified since harmonization models,
being applied to PERT-COST projects, are essentially more effective than the traditional
deterministic time — cost trade-offs which are used as yet in project risk analysis.

For hierarchical production plants with the possibility of hazardous failures at the top
level the system's model is given in the form of a fault tree simulation model, together
with a list of possible technical improvements for primary elements at the bottom level.
The developed harmonization models refer to risk assessment models at the stage of
optimization. Those models cannot be compared with similar research on safety
engineering since no developments on multi-parametric trade-off optimization have been
outlined in prior references as yet.
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81.4 Human factors in active systems

1.4.1 The significance of human factors

In the last three decades by means of the scientific school of V.N. Burkov [32-38] a
newly developed theory of the so-called active organization systems has been suggested.
The theory, in essence, is based on human decision-making by implementing a
competitive game between several human collectives. The theory of active systems
comprises organizational and economic mechanisms of managing projects of various
types. The theory is based on human's behavior and takes into account the reliability of
information, obtained from executors in the course of projects' realization, and economic
motivations of executors. Thus, the "human factor", substantially affecting the process of
project realization and management, is directly considered.

The problems met in the course of development of the theory of organization systems
include the difficulties of applying formal methods, dimensions of the tasks involved, the
immense number of interconnections and factors that do not support direct monitoring,
the hierarchic structure of the management-control system, etc. Among the fundamental
characteristics of organization systems is the goal-directed nature of the operation of their
constituent subsystems.

The goal-directed operation of organization systems is dictated by the involvement of
human behavior in them. Moreover, the presence of man imparts a certain “activity” to
the controlled process. The significance of this attribute lies in the ability of man to
foresee the control functions from the side of the control element as well as the actions of
other components of the system and, with this knowledge, to select (within the scope of
available alternatives) his “actions and behavioral strategy” with a view towards attaining
goals of one kind or another. Management practice gives us many examples of how the
“activity” effect is manifested in organization systems. For example, in centralized-
planning industrial systems, the activity of the separate subsystems (associations,
enterprises or corporations, institutes, companies, etc.) without coordination of targets
results in such negative effects as excessive requisitions for resources and necessary
finances, overpricing of products, breakdown of plans with respect to individual
“unfavorable” types of products (including new technologies) while meeting the general
aggregate indices of planning specifications; underestimation of production capabilities
of enterprises in the synthesis of plans; overestimation of design fulfillment periods and,
conversely, competition for the improvement of quality and efficiency and reduction of
costs, etc. Looking at the enterprise and its subdivisions and judging from the materials of
widespread publications, here again we can cite a long list of manifestations of the
“activity” of subsystems.

One general conclusion is obvious: The allowance for target-directed factors in the
operation of the controlled processes in organization systems and the corresponding
manifestations of their “activity” is a necessary condition for the formulation of a realistic
organization theory. Of course, the consideration of these factors increases the difficulty
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of formulating an appropriate formal theory. However, to ignore them, in our opinion,
renders highly problematical the possibility of even synthesizing adequately realistic
mathematical models equipped to investigate and solve, for example, such important
economic policy problems as the selection of a system of rating indices for the results of
the functioning of economic elements, the “horizontal” and “vertical” coordination of
subsystem plans, the reliability of information, etc. These problems are certainly timely
even today (we can mention, e.g., the “shaft” problem, the problem of “profitable” versus
“unprofitable” operations, the sometimes unjustified overstocking of reserves, the search
for the most effective forms of competition, etc.).

Until now, management and control theory has not dealt with “active” target-directed
processes. The theory of organization management with allowance for the “activity
factor” (theory of active systems) has been in the process of development, and its status is
summarized in several publications by Burkov [32-38]. The main focus of the present
section is on new trends in research on the theory of active systems and practical studies
in progress at the present time. A number of concepts and results of the work covered in
this section have proved exceedingly useful in the development of the theory of active
systems.

1.4.2 Methods of description of organizations

At present, the greatest progress has been achieved in the investigation of two-level
“fan-type” organization systems, which we therefore consider a logical starting point for
our discussion.

The description of an organization system in the theory of active systems is based on
its structural concept and the models and mechanism of its operation [34-37].

The structure of the two-level organization system comprises: the center (top-level
management element), its subordinate active elements, and the “external medium”
element. The model is understood to be a description of the organization system and its
constituent elements in terms of vectors of states and constraints on those elements. It is
customarily assumed that the center is a purely administrative organ. Then the system
model represents a description of the states of lower-level elements as well as local and
global constraints on them. The description of the center, on the other hand, is given in
terms of a description of the actions that it can exercise with respect to organization of the
system operating process and in the actual operating process of the system.

The operating mechanism of a two-level system is the set of rules (procedures,
functions) regulating the actions of all elements of the system in the course of its
operation. The formal description of the operating mechanism of an active system [32-
33] is specified by a description of:

e the mode of generation of data about the model (to be used in the event of
imperfect information availability to the center) and states of the elements;

14



o the law of generation of control parameters in the system (control function);

¢ the objective function of the system in the large (assuming that it coincides with
the objective function of the center) and the objective functions of its constituent
elements;

o additional constraints introduced into the system, alone with the sequence of
actions of the elements adopted in the system in connection with information
communication and selection of the states of the system.

The efficiency of operation of each active element in a given period is estimated in
terms of the value attained by its objective function, and that of the system in the large in
terms of the value attained by the objective function of the system. Of course, formal
description of the objective functions of the elements and the system does not by any
means pose a simple problem. In developing descriptions of this kind, it is necessary to
consider factors of economic, social, and ethical consideration. It can be well-recognized
that at present, the greatest success has been attained in formalization of the economic
components of the objective function of active elements. This fact already enables us to
implement the developed approach to economic systems and, in particular, to analysis of
the management mechanism (with regard to the foregoing remarks).

It is understood that, generally speaking, an arbitrary state of the system, accessible
under local constraints, is not necessarily accessible under the global constraints as well.
An operating mechanism is called feasible if it ensures satisfaction of the following
conditions:

a) the state acquired by the total system as a result of any locally admissible
selection of states by the elements is admissible, i.e., satisfies the global
constraints;

b) the state acquired by the total system as a result of any “rational” locally
admissible selection of states by the elements is admissible, i.e., satisfies the
global constraints.

Due to the specification of hypotheses on the behavior of the elements, case (a)
corresponds to the “strong” and case (b) to the “weak” feasibility condition of the
operating mechanism. If condition (a) holds, then condition (b) is automatically satisfied,
but the contrary may generally prove to be incorrect. For condition (a) to be satisfied, it is
sufficient to construct operating mechanisms (or, more precisely, constraints and laws of
generation of the control parameters) such that the condition of independence of the
system elements is satisfied.

As conceived, the developed methods of description make it possible to reflect many
important features of real active OS in economics and industry. For example, the
structure of an active OS reflects the inherent “subordination hierarchy”. The system
model provides a means for specifying the description of the system in terms of natural
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and financial indices as well as the relationships between elements. The description of the
operating mechanism makes it possible to reflect:

It

the procedure used in the active OS for generation of management information;
methods of generation of the control parameters - plans, prices, and norms;
methods of financial control and economic stimulation;

organizational and financial constraints on the activity of organizations and their
subdivisions;

real-time control methods;
methods of organization of competition;

and in general the entire set of organizational, legal, economic, and financial rules
governing the operation of the active OS in economics and industry.

can also be assumed that the future outlook will include the possibility of

formalizing and investigating a number of characteristics of the structures, models, and
operating mechanisms with regard to the quantitative and qualitative characteristics
implemented in investigation and description of real organizations. There are already
existing indications of a certain positive experience of this nature (formalization of the
degree of management centralization).

1.4.3 Analysis and synthesis of operating mechanisms

One of the central problems considered in the first studies on the theory of active
systems was the investigation and assessment of the effectiveness of a number of
operating mechanisms in two-level active OS. The problem was treated under the
following assumptions:

a)

b)

c)

d)

the center is fully informed, i.e., the center is fully aware of the set of possible
states (or objective functions) of the elements correct to a finite-dimensional
vector of parameters;

the center strives to be fully informed and, for this purpose, organizes a certain
procedure for the generation of estimates of parameters unknown to it;

the operating mechanism of the system ensures independent selection of states by
the elements;

the operation (functioning) of the system can have either a recurrent or a non-
recurrent character.

Also, hypotheses have been advanced regarding the activity of target-directed
elements. It has been assumed that any element is familiar with the operating mechanism
of the system, can select any state from the set of its admissible values, can communicate
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to the center unreliable estimates of parameters unknown to it, and take into account not
only the targets of the present, but also those of future operating periods.

The statements of the analysis and synthesis problems have been formalized with the
application of a number of modern game-theoretic concepts. The operation of the active
system is treated as a game in which the players are the center and the active elements.
The center is given the first move, which boils down to selecting the operating
mechanism of the active system. After the center’s move (i.e., with a given operating
mechanism), the game is played between active elements. The strategies of the active
elements in the game are to report information to the center and to select their states. The
problem of analysis of the operating mechanism is to determine the values of the
objective function and other indices characterizing the operation of the system and
available in the decisions of the game between active elements, as well as to analyze the
properties of the actual game decision. Here the decisions of the game between active
elements are interpreted as situations that can be realized in the system when the elements
act rationally in accordance with their criteria and the possibilities (strategies) and
information available to them. If the operation of the system is recurrent in nature, then
global stability requirements are additionally imposed on the decisions of the game [32,
35]. The synthesis problem entails determining for the active system an operating
mechanism that satisfies certain predetermined properties (which necessarily include the
feasibility condition) and has maximum efficiency (in the sense of the value attained by
the objective function of the system in the decisions of the game between active
elements). The solutions of the synthesis problem are sought be the method of selection
and detailed investigation of the properties of the “good” (from the economic and
practical points of view) operating mechanisms. It is interesting to note that satisfactory
(or good) results of operation can be achieved in cases where “sufficiently complete”
planning of the state vector of the system and an effective system of penalties and
incentives are instituted or “matching” of the interests of the center and the active
elements is realized in one sense or another.

1.4.4 New research trends

Work is currently in progress on a number of new directions in the theory of active
systems. Understandably, these efforts will aid in expanding the sphere of potential
practical applications of the theory. We discuss these new directions in the present
section.

Extension of hypotheses on the informedness of the center. It is apparent that the
“informedness (or awareness) index” of the center regarding the models of the elements
in real active OS can vary its meaning within extremely broad limits, from the case of full
“informedness” of the center to the possibility of total “uninformedness”. This has
motivated a certain expansion of the set of hypotheses regarding the informedness of the
center as treated in the theory of active systems (through inclusion in that set of the case
of full informedness of the center regarding models of the elements and the case in which
the center has no knowledge even of parametric representation of their models) and the
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development of corresponding statements of the management problem for those cases,
bearing in mind their subsequent investigation.

Degree of centralization of the operating mechanisms in active systems. It is proposed
that the problem of centralization of planning for a specified set of indices characterizing
the state of the system and its elements be solved by comparing the corresponding criteria
of efficiency of operation of the system. In the theory of active systems, the concept of
the degree of centralization of an operating mechanism was first proposed in [32-33],
where it was defined in terms of the set of planning indices, the “strength” of the
responsibility of the elements for deviations of their states from the plan, and the
constraints imposed by the center on the selection of states of the elements. This
approach made it possible to introduce a partial order relation into the set of operating
mechanisms, to formalize the problem of selecting the optimal degree of management
centralization, to propose one version of classification of the operating mechanisms
described in literature (uncontrollable and controllable markets, partially and completely
centralized planning) and to perform a comparative analysis of those mechanisms.
Following are the principal results obtained in this direction:

e a theorem on the growth of operating efficiency of the system with increasing
degree of centralization of the operating mechanism (without regard for
management expenditures, which increase with the degree of centralization);

e ecstimates of the cost of “decentralization” under conditions of full and partial
informedness.

These tools make it possible, through the synthesis of an efficiency function and loss
function depending on the degree of centralization, to solve the problem widely discussed
in literature: to determine the optimal degree of management centralization in the active
OsS.

Active systems with dependent elements. An active system is called a system with
dependent elements if its operating mechanism does not provide independent selection of
states by the active elements. The strong feasibility condition can be satisfied in systems
with dependent elements by invoking such mechanisms as specification of the sequence
of “moves” of the elements and the introduction of a special rule for constraints on the
elements’ selection of their states (auctions, priority queues, random queues, quota
constraints, etc.) or the introduction of a system for real-time control of the state-selection
process. Only a few simple examples of active systems with dependent elements have
been investigated so far [32].

Of special interest in the practical regard is the reduction of the problem of analysis of
systems with active elements to the case of independent elements by means of behavioral
hypotheses. For example, an element may assume that orders from external suppliers will
be filled in the required quantity on schedule (see also the principle of coordination by
prognosis of interactions). For “proper” operating mechanisms (i.e., which ensure the
reliability of information and performance of plans), such a hypothesis makes it possible
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to apply the procedure of investigation of systems with independent elements. The first
steps in the investigation of systems with dependent elements, clearly, are also best taken
in the investigation of the case of full informedness of the center regarding the element
models. Thus, the strategy of each active element in this case merely boils down to a state
selection (on the basis of the criterion of maximization of the objective function), which
is facilitated by game-theoretic analysis.

Satisfaction of the weak feasibility condition requires the solution of the following
problems:

a) to prove the existence of control parameters (also called equilibrium parameters)
that will, in conjunction with the principles adopted by the elements for selection
of rational strategies, ensure the selection of feasible states by the elements in the
given system;

b) to develop algorithms for computation of the equilibrium control functions or to
develop iterative procedures for creating equilibrium control functions that
“work” with the participation of the elements. A number of procedures of this
kind have been investigated in studies on iterative planning and management (or,
as they are also called, on decomposition methods).

Active systems with “dependent” operating periods and adaptive control schemes.
Active systems with “dependent" operating periods include systems whose operation has
a recurrent character, where the results of operation (reported information and states
selected by elements) of the current operating period affect the “payoff” of the elements
not only in the current, but also in subsequent operating periods (for a fixed system
model). This type of situation arises when the center uses adaptive procedures for the
generation of control parameters, adaptive procedures for the reconstruction of unknown
(to the center) parameters of the models of active elements, or some combination of these
procedures with other procedures for the generation of data and control parameters [32].
With this kind of interdependence between individual operating periods of the system, it
may prove useful for the active element to “sacrifice a little” in the current operating
period in order to “gain” more in subsequent periods. One of the key issues in this
context is how the active element takes future into consideration. Several modes of
formalization of “assimilating the future” in the criteria of the active element (sum of the
“payoffs” for several periods, discontinuation of the sum of the “payoffs” after several
periods, etc.) are being outlined in [32].

At present, investigation of several aspects of the operation of active systems with
dependent periods has already begun. For example, the concept of the decisions of the
game between active elements in a system with recurrent and dependent periods has been
developed, and decisions of the element game subject to certain behavioral hypotheses
have been determined [32].

It is essential to note that the additional difficulties (both for the center in the
investigation and organization of efficient system operation and for the active elements in
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deciding a rational behavior) arising in connection with an interdependence between
individual operating periods are largely associated with the difficulties of “assimilation of
the future” in the criteria of the active elements. Accordingly, it is also instructive to
examine operating mechanisms whereby the decision-making principle of the active
element in the case of “coupled” operating periods does not depend (or depends only
slightly) on the “mode of assimilation of the future” in its criteria. In particular, such
operating mechanisms include the already-mentioned “progressive” operating
mechanisms [32-33]. It can be well-recognized that with regard to the adaptive approach
to data generation (or a countermeasure approach with heavy penalties) progressive
mechanisms ensure reliable information on the element models.

Iterative control schemes in active systems. Iterative schemes are those for which the
control parameters are generated in the planning stage by the organization of a multiple-
step (iterative) procedure with the recruitment in each step of additional information
requested by lower-level elements. A necessary factor of iterative schemes in this
interpretation is that the stage of implementation of a state of the system not set in before
the generation of control parameters in the system has been terminated.

Investigations of operating mechanisms with iterative control-parameter generation
schemes within the framework of the theory of active systems are conducted with the
intention of developing methods for their game-theoretic analysis and synthesis. And
although iterative schemes have been studied for some time, a number of unsolved
fundamental problems remain.

A great many publications have been devoted to the iterative method of generating
control parameters (belonging to the family of decomposition methods). The
substantiation of convergence and efficiency of such methods rests most significantly on
certain hypotheses concerning the behavior of a subsystem in reporting of information.
The legitimacy of this approach does not elicit any doubt with regard to the use of
iterative methods for the solution of mathematical programming problems. However, if
one is concerned with the treatment of iterative methods as planning methods for two-
level active OS, the question of the efficiency of a particular method requires further
critical examination. For example, at least two questions requiring further critical
examination are indicated in [32-33]:

1) Will the decreed objective functions prescribed by the elements in a certain
iterative scheme be consistent with the state of affairs in real OS?

2) Are the hypotheses adopted in certain iterative schemes regarding the behaviour
of the elements in reporting of information rationally according to the criteria of
the elements?

Thus, it is reasonable to assume that each element seeks to generate a “favorable”
value of the control parameters established by the center specifically in the last iteration.
Naturally, such a hypothesis on the behavior of the elements does not necessarily imply
that the element will report in every iteration the plan optimizing their criteria in each
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step of the iterative procedure; i.e., whatever hypothesis about the “locally optimal”
behavior of the elements in each iteration serves as the basis for substantiation of
convergence and optimality of iterative schemes for the generation of control parameters
may be unsatisfied.

Dynamic models in active systems. As this subtitle implies, we are concerned here
with active systems in which the system model varies from one operating period to
another. Such situations may evolve from a number of possible reasons listed below:

e global constraints (for example, an exogenic resource, a finite production level)
“link several operating periods at once;

o the sets of possible states of the elements vary (due to exogenic factors, scientific
progress) from one operating period to another;

o the set of possible states of the system in the current period depends on the set of
its possible states in the preceding operating period.

Only the first steps have been made towards investigation of the operation of active
systems with dynamic models. For example, it has been shown (initially in the PLAN
model [32] and later in a more general case[38]) that a number of results previously
obtained for a static model can be carried over to the case of a dynamic model by
enlarging the state space of the system. In the same vein, a number of problems are
analyzed in conjunction with the aggregate description of sets of possible states of the
system in the operating mechanisms of dynamic models. The already-mentioned problem
of taking into consideration the “long-range forecasts” of the elements also arises in the
case of dynamic models of active systems. This problem appears, for example, due to
inconsistency between long-range forecasts of the center and the active elements. The
center’s choice of a “planning horizon” (fixed or “sliding”) poses a substantial problem
of its own.

Use of aggregate plans and aggregate descriptions of models of active elements in
multilevel active systems. The methodology of extending the approach of the theory of
active systems to these cases is discussed in part in [32-38]. The transition to operating
mechanisms that apply a particular aggregation procedure makes it necessary to solve the
problems of determining the “errors of aggregation”, which are rather complex from the
mathematical standpoint. Some progress has been made in this direction for the case of
full informedness of the center regarding the models of the active elements. The use of
information-aggregation procedures in multilevel active systems is investigated in [32-
33]. Cases of “ideal aggregation” are discussed in examples in [32-37]. It is important to
note the new approach, first explored in a simple model in [32], to the determination of
the optimal “aggregation condition”. It can be well-recognized that the larger the
parameters used to describe the models of the elements, the more precise will be the
description, but at the same time the more difficult the control process (in the sense that it
Is more difficult to ensure reliability of estimation of the parameters, execution of plans,
and, accordingly, high operating efficiency of the system). In light of these two
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conflicting conditions, there is an optimal aggregation level ensuring maximum operating
efficiency of the system subject to the condition of information reliability (within the
aggregation error limits).

In the following Chapters 13 and 17 we will outline some more detailed examples of

improving the efficiency of a multilevel OS by taking into account human factors
influence.
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‘l Chapter 2. Justification of Using Probability Laws for Operations
of Organization Systems under Random Disturbances

82.1 Introduction

In various organization systems, e.g., in PERT analysis [42, 52, 58, 67, 69, 111, 128,
132, 134, 146, 166, 182-184, etc.] the activity-time distribution is assumed to be a beta-
distribution, and the mean value and variance of the activity time are estimated on the
basis of the “optimistic”, “most likely” and “pessimistic” completion times, which are
subjectively determined by an analyst. The creators of PERT (e.g., [42, 44, 59-60, 146,
etc.]) worked out the basic concepts of PERT analysis, and suggested the estimates of the
mean and variance values

"= %(a+ am +b), 2.1.1)
o = %(b _a), 2.1.2)

subject to the assumption that the probability density function (p.d.f.) of the activity
time is

T )

Here a is the optimistic time, b- the pessimistic time, and m stands for the most
likely (modal) time.

Since in PERT applications parameters a and b of p.d.f. (2.1.3) are either known
or subjectively determined, we can always transform the density function to a standard
form,

r'(a+ p) 1 p-1
f(x) = 2P gt 3P 0<x<l, a,f>0, 214
() 7 (p) @19
where x = t;)/_—a has the following parameters:
-a
uy—a o m, —a
= y = —, m = . e
M= "pa X~ b_a *  b-a (2.19)

Let a-1=p, pB-1=q. Then p.d.f. (2.1.4) becomes

I'(p+q+2)
fx) = F(pfl)?“(q+l)

xP(1-x)*, 0<x<1, p, g>-1, (2.1.6)

with the mean, variance and mode as follows:
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p+1

Uy = m, (2.1.7)

o2 - (pp++1L(j ; ) (2.1.8)

m = = E - 2.1.9)
From (2.1.6) and (2.1.9) it can be obtained

f(x) = L(P+A+2) iy ylumen) (2.1.10)

I'(p+1)r(q+1)

Thus, value m_, being obtained from the analyst’s subjective knowledge, indicates the

density function. On the basis of statistical analysis and some other intuitive arguments,
the creators of PERT assumed that p+q=4. It is from that assertion that estimates

(2.1.1) and (2.1.2) were finally obtained, according to (2.1.6-2.1.9).

Although the basic concepts of PERT analysis have been worked out many years ago
[42, 146], they are open till now to considerable criticism. Numerous attempts have been
made to improve the main PERT assumptions for calculating the mean x, and variance

o’ of the activity-time on the basis of the analyst’s subjective estimates. In recent years,

a very sharp discussion [65, 74] has taken place in order to raise the level of theoretical
justifications for estimates (2.1.1) and (2.1.2).

Grubbs [111] pointed out the lack of theoretical justification and the unavoidable
defects of the PERT statements, since estimates (2.1.1) and (2.1.2) are, indeed, “rough”
and cannot be obtained from (2.1.3) on the basis of values a, m and b determined by
the analyst. Moder [142-143] noted that there is a tendency to choose the most likely
activity — time m much closer to the optimistic value a than to the pessimistic one, b,
since the latter is usually difficult to determine and thus is taken conservatively large.
Moreover, it is shown [67] that value m, being subjectively determined, has
approximately one and the same relative location point in [a,b] for different activities.

This provides an opportunity to simplify the PERT analysis at the expense of some
additional assumptions. McCrimmon and Ryavec [136], Lukaszewicz [134] and Welsh
[182] examined various errors introduced by the PERT assumptions, and came to the
conclusion that these errors may be as great as 33%. Murray [146] and Donaldson [52]
suggested some modifications of the PERT analysis, but the main contradictions
nevertheless remained. Farnum and Stanton [58] presented an interesting improvement of
estimates (2.1.1) and (2.1.2) for cases when the modal value m is close to the upper or
lower limits of the distribution. This modification, however, makes the distribution law
rather uncertain, and causes substantial difficulties to simulate the activity network.

Upon analyzing the most reasonable assumptions in PERT analysis, specific groups
of assumptions can be considered, namely:
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Option | [73-74]

(1) Assume a beta-distribution with pregiven values a, m and b.
(2) Restrict the set of possible beta-distributions to those for which

2 1 2
= — b —
o % (b—a)

(3) Approximate the mean by formula (2.1.1).

Option Il [65]

(1) Same as for Option I.
(2) Restrict the set of possible beta-distributions to those for which o+ = 4.

(3) Approximate the variance by formula (2.1.2).

In our opinion, both Options | and Il result in considerably rough approximations at
stage (3) because of very hard restrictions at stage (2). These restrictions leave too little
degrees of freedom for the next stage in order to obtain an accurate approximation for
the entire distribution range.

In order to refine the estimates, two further options can be introduced as follows:

(1) Relaxing the restrictions at stage (2);

or

(2) Obtaining a more precise approximation at stage (3) by partitioning the distribution
range, i.e., by introducing a piecewise approximation.

Option 111 [58] is based upon the second alternative and results in the following:

(1) Same as for Option I.
(2) Same as for Option I.
(3) Same as for Option I.

(4) Single out subinterval [ } [01], where the estimate for a standardized beta
density with x = b —a provides a close approximation (a”=0.13, b" =0.87).
a

(5 In both intervals {O,a*} and {b*,l} re-estimate values 4 and o° as
constrained by the value of the mode.

Thus, Option 11 is an extension of Option I. Its main shortcoming is the difficulty of
implementation in practical PERT applications, since raising the accuracy of the
approximation makes the latter more complicated. In particular, to estimate or simulate
the activity — time, one has to use three alternative estimates or three alternative beta-
distributions, respectively.

Option IV [166-167] is facilitated by means of the first alternative, as follows:
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(1) Same as for Options |, 1l and III.
(2) Restrict the set of possible beta-distributions to those for which value k =a+p is

a constant (but not predetermined, k=4, asin Option II).
(3) Restrict the set of possible beta-distributions to those for which the alternative

: : (b—a)’
variance value isequal to ~——~.

(4) Determine value k and calculate estimates x and o on the basis of a, m and
b.

A comparative analysis [73] leads to the conclusion that for non-extreme values M
Options I-1V provide for the same accuracy. For extreme values (since values b are
often estimated conservatively large, extreme values m are usually located in the lower
tail of the distribution), Option 11l delivers a better accuracy, than the other ones. As to
Option 1V, it results in estimates which, being as simple as the PERT ones, are more
accurate.

A conclusion can be drawn [67] upon analyzing over a lengthy period different
network projects that the “most likely” activity — time estimate is practically useless.
Other statistical experiments [67] lead to the conclusion that additional assumptions p=1
and q=2 are reasonable, since they simplify the PERT analysis without compromising
the accuracy estimates for the project as a whole. Thus, the p.d.f. in the PERT statements
can be modified to a simpler one

f(x) = (b_a) (x-a)(b-x)’, (2.1.11)

with the mean, variance and mode as follows:

u, = 0.2(3a+2b), (2.1.12)
o? = 0.04(b-a), (2.1.13)
m - za;b. (2.1.14)

This simplified modification has been used successfully in [67-69].

Besides the beta-distribution p.d.f. (2.1.4), other density functions have been
examined as well [31]. Williams [183-184] accepts, besides the asymmetric beta p.d.f.,
symmetric p.d.f., e.g. normal and triangle distributions. However, an overwhelming
majority of publications in the area of PERT analysis consider that an activity-time p.d.f.
has to be asymmetric with finite upper and lower limits of the distribution. In addition,
the following properties are usually accepted a priori in all project management systems
which actually deal with network planning and control:

e the activity-time p.d.f. is a continuous curve;
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e theactivity-time p.d.f. has only one mode;
e both points of intersection of the activity-time p.d.f. with the abscissa axis are non-
negative ones.

In this chapter, we will justify the beta-distribution p.d.f for an activity — time
duration applicable to the cases when either one, or several identical processors, i.e.,
several generalized resource units, are operating the activity [9, 67].

82.2 Case of one processor to operate a man-machine activity

We will consider a man-machine operation which is carried out by one processor, i.e.,
by one resource unit. The processor may be a machine, a proving ground, a department in
a design office, etc.

Assume that the operation starts to be processed at a pregiven moment T,. The
completion moment F of the operation is a random value with distribution range [T,,T,].
Moment T, is the operation’s completion moment on condition that the operation will be
processed without breaks and without delays, i.e., value T, is a pregiven deterministic
value. Assume, further, that the interval [TO,Tl] Is subdivided into n equal elementary
periods with length (T, —T,)/ n. If within the first elementary period [T,, T, +(T, -T,)/n]
a break occurs, it causes a delay of length A=(T,-T,)/n. The operation stops to be

processed within the period of delay in order to undertake necessary refinements, and
later on proceeds functioning with the finishing time of the first elementary period

T,+(T,-T,)/n+(T,-T,)/n =T, +(T,-T,)/n.

It is assumed that there cannot be more than one break in each elementary period.
The probability of a break at the very beginning of the operation is set to be p.

However, in the course of carrying out the operation, the latter possesses certain features
of self-adaptivity, as follows:

o the occurrence of a break within a certain elementary period results in increasing the
probability of a new break at the next period by value 7, and

e on the contrary, the absence of a break within a certain period decreases the
probability of a new break within the next period, practically by the same value.

2.2.1 The concept of self-adaptivity

The probabilistic self-adaptivity can be formalized as follows:

Denote A" the event of occurrence of a break within the (i +1)-th elementary period,

on condition, that within the i preceding elementary periods k breaks occurred,
1<k<i<n. Itisassumed that relation
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K k-
P(AY) = i:—I: (2.2.1)

holds. Note that (2.2.1) is, indeed, a realistic assumption.

Relation (2.2.1) enables obtaining an important assertion. Let P(Af) be the probability

of the occurrence of a break within the (i +1)-th period on condition, that there have been
no breaks at all as yet. Since

P(A) = —2—, (2.2.2)

it can be well-recognized that relation

o) plat) _
o] = (2.2.3)

holds. Thus, an assertion can be formulated as follows:

Assertion. Self-adaptivity (2.2.1) results in a probability law for delays with a
constant ratio (2.2.3) for a single delay.

2.2.2 Calculating the activity — time distribution

Let us calculate the probability P, of obtaining m delays within n elementary
periods, i.e., the probability of completing the operation at the moment

F=ﬁ+mA=ﬁ+%ﬁ;ﬂJ

The number of sequences of n elements with m delays within the period [T,,F] is
equal C", while the probability of each such sequence equals

{fi(p+¢ﬂﬂ{iﬁkl—n+inﬂ

i=0 i=0

(2.2.4)

n—.

[(1+in)

i=0

Relation (2.2.4) stems from the fact that if breaks occurred within h periods and

did not occur within k periods, the probability of the occurrence of the delay at the next
period is equal

p+hy
1+ (k+h)y (2.2.5)
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while the probability of the delay’s non-appearance at the next period satisfies

1-n+kn
1+ (k+h)y (2.2.6)
Using (2.2.4-2.2.6), we finally obtain
m-1 . n-m-1
{ (mm)}[l_[(l—mkn)}
P, = Cnt= B : (2.2.7)

1
(1 + in)
i=0
Note that =0, i.e., the absence of self-adaptivity, results in a regular binomial
distribution.

Let us now obtain the limit value P, on condition that n — co. From relation (2.2.7)
we obtain

Papin _ N—m p+mpg
Pbn M+11l-p+(n-m-21)p (2.2.8)

Denoting P_ a, B[l —1) = £, we obtain
p

n n
m 1-
I:)m+1,n - I:)m,n . (a_l)n + (Z—Cl—ﬂ)m — ﬂ +1 B (a_1)+ (2—&— )F + T
F)m,n - (m+1)(ﬂ+n_m—1) a nm+1(l_ m+1+,b’j
n n n

Denoting m/n=x, (m+l)/n=x+Ax, P,, =y, P,.,=Yy+Ay, via convergence

n—>o Or Ax— 0 and, later on, by means of integration, we finally obtain

y = Cx“M1-x)* (2.2.9)

It can be well-recognized that the p.d.f. of random value & = lim M satisfies

n—o N

p:(x) = @ Xx“HL-x)"" (2.2.10)

where B(a, ) represents the Euler’s function. Thus, relation (2.2.10) practically
coincides with (2.1.10).
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Thus, & is a random value with the beta-distribution activity — time p.d.f. By
transforming x = (y—a)/(b—a), we obtain the well-known p.d.f. (2.1.3).

Thus, under certain realistic assumptions, the following conclusions can be drawn
from the Section:

1. Under certain realistic assumptions we have proven theoretically that the activity-
time distribution satisfies the beta-distribution with p.d.f. (2.1.3) being used in
PERT analysis.

2. Changing more or less the implemented assumptions, we may alter to a certain extent
the structure of the p.d.f. At the same time, its essential features (e.g., asymmetry,
unimodality, etc.) remain unchanged.

3. The outlined above results can be applied to semi-automated activities, where the
presence of man-machine influence under random disturbances is, indeed, very
essential. Those activities are likely to be considered in organization systems (e.g. in
project management), but not in fully automated plants.

82.3 Case of several processors
To present the results, we will require additional definitions.

Call an operation area W an accessible area open to several identical processors in
charge of operating simultaneously a certain activity. Call a specific operation area Z a
part of an operation area open to one processor only. Thus, relation

=7 (2.3.1)

holds, where X stands for the number of processors being implemented in W . Call,
further, an optimal specific operation area Z°" in case it enables the processor’s work
with its maximal labor productivity. Note that the term “maximal labor productivity”
denotes the maximal part (usually in percentages) of the volume V of the work to
accomplish the activity by means of one processor per time unit. It can be well-
recognized that setting value z°* (for a pregiven operation area W) results in
determining the optimal number of processors X°" satisfying

W

opt _
X = opt

(2.3.2)

If for a certain activity with preset operation area W value Z becomes less than zZ°™,
the result is both decreasing the processor’s labor productivity and increasing the number
of processors. This means, in turn, that for a preset W increasing the number of
processors results at first in increasing the processor’s labor productivity up to a certain
value X°". The subsequent increase of value X results in decreasing the processor’s
labor productivity. A long variety of statistical experiments including time-studies [4, 9,
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67] leads to the conclusion that the production speed to process an activity by using
several processors is at first a linear function of the increasing number of processors, i.e.,
relation

v

= 5 " n% X, 0< X < X (2.3.3)

holds, »°"* being the processor’s maximal labor productivity. However, an additional

increase of the number of processors, beginning from X°, results in two contradictory
tendencies:

o the labor productivity of a routine processor starts decreasing, i.e.,
X >XP = 5 <p%®, (2.3.4)

within a relatively short interval [x"p‘,x"‘“} the production speed v proceeds

increasing, but not linearly, since increasing value X slightly overbalances at first
the decrease of the labor productivity value » (see Fig. 2.1). It goes without saying

that the length and the structure of interval {x"‘“ : xmax} depends on the activity
under consideration;

e by increasing value X > X™ production speed v decreases due to a significant
decrease in labor productivity 7.

o\
— =V
dt

Y

X opt X max X

Figure 2.1. The dependence of production speed on the number of processors
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Note that we can describe the dependence v=f(X), X° < X <o, by choosing a
function

v = aXPe™, (2.3.5)
where parameters a, b and c are unknown and have to be determined.

Thus, the general problem is to “sew together” two curves

{v=n°m.x, 0<X <X (2.36)

y=aXPe™ XP<X <o

in order to determine the production speed according to its properties outlined above.

2.3.1 The model

We suggest estimating speed (2.3.6) as follows:

Stage 1. Determine the bundle of straight lines passing the point A( X OPL 0Pt ):
y—v® = %X - X %), (2.3.7)
The first derivative j_y from (2.3.7) is equal #»°", while the first derivative
X
d_y _ bcX ;
] from y =aX"", isequal
X

y' = aX" e (b+cX). (2.3.8)
In order to obtain a smooth function from the “sewed together” functions
(2.3.4) and (2.3.5), their first derivatives at the point X =X%' have to be
equal, i.e., relation

nopt - 3 (X opt )t’*lecxDpt (b 4 oX ot )

(2.3.9)
holds. Taking into account (2.3.9), as well as
/0Pt
a = W, (2.3.10)
the straight line (2.3.7) can be described in the form
y oy = Vb Opt)(x _x o), (2.3.12)

X opt
Using relations (2.3.8, 2.3.10-2.3.11), we obtain
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opt opt
v = %{ﬁ).x 4 V°Pt(1—b—cx°m), 0< X <X
X . (2.3.12)
o Y bgex XX <o
(X opt )b ecXOIDt

Stage 2. Shift function (2.3.12) in order to make it pass the co-ordinate source

opt opt
V:%opctx).x ,O<XSXOpt
| opt (2.3.13)
v Y XPe _ o (1_pocX ), X < X < oo

(X opt )b ecXOpt

By determining the extreme values of function (2.3.13) it can be well-
recognized that the function obtains its minimum at two points X =0 and
X =00, and has the only maximum at point

X = X ™o _ % (2.3.14)
Stage 3. The results obtained enable calculating values a, b and c:

~ nopt

= e @315

X max

b = X o (2.3.16)
B 1

c=- X max _ yopt (2.3.17)

Thus, conclusions can be drawn that in order to determine production speeds (2.3.6)
for a preset operation area W, one has to know in advance only three parameters: r°",

Xt and X ™.

Using (2.3.10, 2.3.15-2.3.17), we can finally obtain function (2.3.6) in the form

=7™-X, 0<X<X™
{ e , (2.3.18)

y=AXPe™ XX <o

b-1
_ opt €
where 1 =7 [X"‘“) .

Note that in terms of specific operation area Z and operation area W, function
(2.3.18) is as follows:
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v = % . — . 2P <7 <o

7 opt

T oy Z OPtz max
27 expd —
Z(Zopt _ Zmax)

, (2.3.19)

},0<Zsz°pt

max !

w . . .. .
where Z™ = =3 n°" is the maximal labor productivity of a routine processor,

W and Z = VYV are the operation and specific operation areas, correspondingly, and
Zmax

1= nopt[e_zopt]m'

Since the labor productivity (LP) is usually obtained by dividing the speed v by the
number of processors, one can easily obtain

LP = ™ , 0< X < X®
! b-1  ,cX t (2.3.20)
LP=a - X" """, X" <X <o
and, later on, the activity — time duration
\Y
t=— (2.3.21)
14
satisfying
t = v ., 0< X < xon
nopt . X
Vv (2.3.22)
t = W ) XOpt < X <w
a- e

2.3.2 Random labor productivities

However, a specific possibility has to be considered, namely, when the LP parameter
Is a random value. If the activity under consideration is processed under random
disturbances, it is usually taken into account that even for the case of several identical
processors the maximal LP -value of a routine processor has a normal distribution with
the p.d.f.

p(nopt) _ _ [770pt — (Enopt )] }’ (2323)

L.exp
N2 ™ 2V ™

where E»°™ and V»°" are the mean and the variance values of »°", correspondingly;
value N is obtained from an obvious relation
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N- [ p(n®)dy =1, (2.3.24)

where n* and n™ represent the lower and upper bounds, correspondingly, of the
maximal labor productivity of a routine processor.

Thus, the activity — time duration t obtained from (2.3.22) becomes a random value,
where parameter »°* has a normally distributed p.d.f. Note that values 7™ and 72" can
be estimated by means of extensive statistical experimentation.

Values represented like (2.3.22) have been investigated [53] with the conclusion to be
drawn that the random activity-time duration has a p.d.f.

p(t) = 22t expy - 1(3 - kJZ (2.3.25)
272. 2 t 1 I
Mnopt . . . .
where v = and k = The corresponding probability function is as
Dnopt D?]Opt
follows:
No P ) 1(1) jz
F(T)= — [t~ -exp{—=| = — k| pdt, 2.3.26
) - e feeenl -1 @329
which can be simplified to
F(T) = N {1 _ q>($ _ kﬂ (2.3.27)
1 ¢
where @(x) = — [e " dz.
(x) = I

Note that if the number of processors X is equal X°*, the p.d.f. does not depend on
values a, b and c. However, if X =X°", the p.d.f. function (2.3.25) becomes essentially
more complicated.

The p.d.f. (2.3.25) is an asymmetric distribution with unimodal value
vk 8
m, = —( 1+ P 1}, (2.3.28)

as well as approximate values of the mean
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u ~ 2(1+ kizj (2.3.29)

and variance

v? 8
V, ~ k_“(l + k_zj (2.3.30)
and is close to a beta-distribution p.d.f.

The following conclusions can be drawn from the results obtained:

1. For a broad spectrum of activities being processed by means of several identical
resource units, the corresponding time — activity density functions prove to be
asymmetric functions with finite upper and lower distribution limits. Those p.d.f.’s
are close to a beta-distribution p.d.f.

2. Various assumptions in activity — time analysis (and in risk analysis as well 1) center
on determining a numerous “family” of beta-distributions with different versions -
parameters « and p - of the general p.d.f. (2.1.3). Those versions may result in
changing certain estimates for certain activities. At the same time, they have
practically no influence on the project as a whole.

3. Thus, a general conclusion can be drawn that a random activity — time duration has a
very high potential to be close to one of the beta-distribution probability density
functions. The obtained theoretical grounds cover a broad variety of activities
including the man-machine activities (with one processor) and semi-automated
activities (with several processors).

82.4 Some stable distribution laws close to B-distribution

We have shown that the B-distribution law can be used effectively to estimate the
random duration of one activity. Moreover, such a conclusion can be drawn for a broad
spectrum of organization systems. However, B-distribution becomes less effective to
calculate a fragment, i.e., a group of activities entering an organization system. For
example, calculation of a network with a deterministic structure is known to be reducible
to computing the time of completion of the final network event or duration of the critical
path. This purpose is commonly achieved by implementing Ford-Fulkerson algorithms
[59-60] which can be easily run on computers. If the network is ordered so that i< j for

any activity (i, j) in the network, where i and j are, respectively, the initial and the end

events of an arc, then the times of occurrence of network events in the order of their
numbers ( j=12,...,n) are established using the following recurrent formula:

T, = m;ax{Ti +t(i, j)}, (2.4.1)
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where t(i, j) stands for the duration of activity (i, j); i runs the sequence of the
numbers of the initial events of all arcs ending by arc j; T, is the time of occurrence of

the j-th event; and T, is the length of the critical path of the entire network (T, ).

In the stochastic network, t(i,j) and, consequently, T, are random variables.

Therefore, maximization and summarizing in the above formula are replaced by
operations over the corresponding p.d.f. Therefore, the main task of methods facilitating
calculations in stochastic networks, boils down to performing operations over p.d.f.’s,
that is, to numerical calculations of the p.d.f.’s or their estimates. In numerous papers [67,
69, 92], attempts were made to carry out a probability-theoretical study of the laws of
distribution of the durations of execution of both individual network fragments and the
entire project as a whole.

Let us consider the laws of distribution that can characterize the duration of activity
execution in such a network. Stability to the main operations over durations at the events
and in the chains of the network will be used as the criterion. The stable laws arising at
some point of the network retain their analytical form over some segment of the network.
A distribution law stable to some operation can be the limiting law to which the resulting
distribution tends under the infinite increase in the number of original random variables
involved in the operation. Stated differently, for the law to be limiting (asymptotic),
stability is the prerequisite. One or another form of the limiting law is defined, of course,
by the properties of the initial distributions. At the same time, one can well-recognize that
in real systems of network planning and control (NPC), traditional laws of distribution of
execution of individual operations have already formed. In particular, the B-distribution
with density (2.1.3)

x*1(1-x)""/B(p,q) for 0<x<1
B ) ’X = . .
(pq ) {O for x<1, x>1, (2.4.2)

where B(p,q) is the -function, is accepted in some PERT-based NPC systems as the

distribution of duration of activity execution. Its choice cannot be strictly substantiated,
yet analysis of large volumes of statistical data and the fact that the general form of the -
distribution is defined by several (not many) factors argue for using the B-distribution as
an a priori distribution. The experts responsible for execution of each activity must
estimate the minimal (a(i, j)), maximal (b(i, j)), and most probable (m(i, j)) durations for

activity (i, j).

As shown above, the B-distribution used in PERT systems was chosen so that the
expectation M(i, j) and variance o(i, j) of the time of execution for activity (i, j) satisfy

M(i, j)=[a(i, )+ 4mG, j)+b(i, ))l/6,
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az(i,,-){(b@,,-)_a(i,,-)ﬂ /36.

Since the B-distribution is an unstable law of distribution, one needs to determine laws
of distribution such that, on one hand, they are close to p-distribution and, on the other
hand, enable one to calculate the resulting function of distribution of the durations of
fragments or entire network, such that it is reducible to algebraic operations over the
parameters of these distribution laws which would replace involved calculations and
laborious analysis. Laws stable to the main operations in the network models, that is,
summarizing and maximization of the independent random variables (durations of
individual activities), can be used as such.

2.4.1 Laws of distribution stable to operations of convolution

Let us consider the main operations of calculating network probabilities. In a
stochastic network, the chain of activities following one after another (concatenation of
arcs) can be replaced by one equivalent activity with the distribution of probabilities of
the time of its execution equal to the p.d.f. of the sum of random variables, that is, the
durations of executing the activities included in the chain. For example [139], it is known
that upon summarizing independent random variables the p.d.f. density f, (i=212,...,n) of

the summarized random variables is as follows:

This operation is also called the convolution of functions f and f;. Since in the

considered case the time of activity execution is a positive value and, consequently, f* of
the negative arguments equals zero, we obtain that relation

frf =

L

O ey <

fi(z)f;(x—z)dz :JX‘ fi(x—2z)f,(z)dz

holds. It is usually postulated that the times of carrying out individual activities are
independent. Characteristic functions are used to investigate the operation of composition
of random variables. The characteristic function of a random variable f,* is determined as

the mathematical expectation
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(0] = [ 1, (e ax

of random variable e™, where t is the real parameter. Interval (a,b) defines therefore
the domain of definition of random variable 7, because outside it the density of » equals

zero. Then the characteristic function is, obviously, obtained by applying the Fourier
transform to p.d.f. density f, (x):

o0

|f,(t) = [ f,(e™dx.

The main advantage of characteristic functions lies in the fact that their characteristic
functions are multiplied upon composition of random variables. Under certain
assumptions regarding random variables, the counterparts of characteristic functions can
be used alone with characteristic functions themselves: for integer random variables, the
&-generating functions; for positive random variables, the Laplace ¢-transform of the
corresponding densities of the distributions

t:(P)= T f.(x)e P dx.

The Laplace transform is used also for analyzing distributions with distribution
functions which exponentially approach unity for the argument tending to +o. The
generating functions and Laplace transforms offer multiplicative properties (multiplied
upon composition of distributions) and define uniquely the corresponding distributions.

As demonstrated above, the p.d.f. of the time of execution of all activities in a chain
of the network is defined as the p.d.f. of the sum of independent random variables;
therefore, the composition-stable laws of distribution play an ever increasing role in the
theory of network models. A distribution is called composition-stable if for any a, >0, b,

, &, >0, and b, there will be a>0 and b such that for all x
F(a,x+b, JF(a,x+b,)=F(ax+b).

As proved by Khinchin and Levy [112], the natural algorithms of characteristic
functions that are stable to composition of distributions and only they admit
representation

In f*(t)=ist —Cl" L+iftalt, @)/}, (2.4.3)

where a, B, y and c are constants (0<a<2,-1<p3<1,0<c, and y is any real
number),
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olt,a) = tan(za/2) for a =1
{a)(t,a)= 2In(t)/z  for a=1

Here, « is called the characteristic parameter of a stable law. For « =2, the above
relation boils down to the characteristic function of the normal law. If « =1 and =0,

we obtain the characteristic function of the Cauchy law.

It can be well-recognized that the normal law is regarded the most important law
stable to the operation of summarizing. By the central limit theorem, this distribution law
has an asymptotic distribution for the sums of independent random variables under rather
general assumptions about the p.d.f.’s of the random variables involved in summarizing.
The summarized random variables may have different distributions, provided they are
indefinitely small, and their number tends to infinity [157-158]. In the case of a positive
random variable (consider, for example, the activity duration), this law, however, ceases
to be accurate as it provides nonzero values of the probabilities for the negative
argument. Thus, the normal law truncated for negative arguments is therefore unstable
[112]. Besides the normal law, other composition-stable laws are known; they make up
the class of infinite-variance laws depending on both parameters « and g. Of special

interest is the positive definite law with p.d.f. density
f(x)=e¥>/\2m¥ for x>0, (2.4.4)

which was used by Ringer [157-158] and obtained in the explicit form by Smirnov
[112]. The characteristic function f*(t) of this law may be obtained from the general
relation (2.4.3) for the composition-stable laws and « =1/2, p=1, =0, c=1.

As a matter of fact, the distribution laws considered above, namely - the normal law,
Cauchy law, and Smirnov law - exhaust the list of existing explicit composition-stable
laws. In what follows, we denote by X, all stable laws, where « is their characteristic

parameter as represented by (2.4.3).

It is possible to demonstrate [69] that for x —c the p.d.f. becomes asymptotically
close to

B(a, B)/x“", —1<p<1, 0<e<2, (2.4.5)

where B(a, ) is independent of x.

2.4.2 Distribution laws stable to operations of maximization

Let us consider another basic operation used to simulate the stochastic network. Focus
will be made on determination of the p.d.f. of the time of occurrence of some event. In
classical network models, the random variable representing the time of occurrence of an
event is equal to the maximal value among all times of completion of the activities
entering the given event:
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i = max[ﬂ(i' J)]’

where 7, stands for the time of occurrence of event j and n(i, j) is the time of

completion of the activity represented by the arc with initial event i and final event j.

Since any activity (arc) exiting the given event (event) cannot start before the occurrence
of that event, we take the instant of event occurrence as the origin for counting the
duration of executing any subsequent chain of activities.

The p.d.f. of random variable », may be determined by multiplying the integral
distributions of random variables 7(i, j), provided they are assumed to be independent:

Fop(x) = H F.(x).

Therefore, at the events of the stochastic network we have the operation of
multiplication of the integral distribution

I:n max (X) = H I:i (X) '
i=1
Now, we switch over to natural logarithms of both sides of the last equality:
INF, o (X) =D F(x).

After differentiation, we obtain

nmuyamxm=gnuyeux

where F, _ (x) and f,(x) stand for appropriate p.d.f. densities.

If we introduce the function g(x)= f(x)/F(x), then
B (=2 A,

that is, upon maximization of the random variables, their characteristics g, (x) are
summarized.

Now, one may represent integral distributions F(x) in terms of B(x):
B(x)dx = dF(x)/F(x).

Integrating both sides of the resulting equality from t to infinity yields in
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o0

I,B(x)dx =InF(x (10;

t

o0

since F(x0)=1, we obtain F(t)=e~", where y(t)= [ B(x)dx.
t
Similar to p,(x), random variables y,(x) are also summarized upon maximization.
Conditions F(0)=0 and F(w)=1 suggest that - must be a positive decreasing function
with #(0)=c and y(w)=0. If we require that upon summarizing functions y,(x) their

form would be retained to within the linear transformation of the argument, then the
distribution law will be stable to the operation of maximization. The simplest function of
this kind would be as follows:

7(x)=(©/x)" (6>0,v>0).

Then, we obtain a distribution with integral function

_ v >
(- (PO s 246
and density
f(x):{v@Vexp(—@)/x)”/xv+l for x>0 (24.7)
0 for x<0
Let us determine the mode X, of this distribution:
f(x)=10" exp(— ©/x)" 1@ /x" = (v +1)}/x"*2.
Hence,
X! =10"/(v+1), X, =0[v/(v+1)]". (2.4.8)

Therefore, mode X, is proportional to parameter ®. If random variables obeying

such a law with identical parameters v for all random variables are maximized, then we
obtain the same distribution with parameter

0 =00,
i=1

which stems from the fact that corresponding functions y,(x) are summarized.
Consequently, with regard to (2.4.8) the mode of the resulting distribution X, may be
represented as
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{vZ@m/v+l} [Z@mv/v+l} ,
that is, upon maximization of such random variables
= Z X:ﬂ
i=1

and for v =1, in particular, the modes are summarized. It can be well-recognized that
distribution (2.4.6) is limited from left:

f(x)= exp[@/(x—a)]” for x>a >0
0 for x<a

If doing so, the entire curve and, correspondingly, the mode are just right-shifted by
parameter «. It can be well-recognized [69] that the following stability condition is
satisfied for law (2.4.6):

Flayx)F (e,x) = F(ax),

where x>0 and «,,a,,a >0, that is, these distributions may differ in parameters @, .
In terms of [69], p.d.f. (2.4.6) is often referred to as the Frechet law and denoted by
(DV(X)'

The advantages of implementing the Frechét law as the p.d.f. of the duration of
executing an activity from the network fragment are as follows:

1. Positive definiteness (F(x)=0 for x<0).

2. Simplicity of limiting from left by any value « >0 (the density function f(x) has no
discontinuity at truncation point x =« that is, F(a+0)=0, where « can be treated
as the minimal time required to execute the given activities).

3. Stability to the operation of maximizing random variables with different parameters
©, (consequently, different modes).

4. Simplicity of determining the new parameter ® _ obtained as the result of
maximization.

Therefore, if the p.d.f. of the time of executing all parallel activities between two
events of the network is described using the given law with fixed parameter v value, then
they may be readily replaced by one activity distributed similarly and with parameter

G): max Zn:®| ’
i=1
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which raises the question as to whether there exists a value v = A such that equality
£,(x/@,)* 1,(x/©,)=1,(x/6)

holds, where
f,(x/©)=10"ep[-(©/x)]' /x**, x20,

and = stands for the operation of convolution of functions. Therefore, it would be
desirable to determine the value of parameter v = A such that the Frechét distribution law
is stable to the operation of composition (convolution of the densities) of random
variables. In doing so, different combinations of parallel and sequential connections of
the arcs in the stochastic networks could be easily replaced by an equivalent arc, and
determination of the equivalent p.d.f. of this arc would boil down to calculating the new
value of ® by means of arithmetic operations over the values of ®, for the arcs entering

the transformed segment of the network. To investigate the composition of independent
random variables obeying this distribution law, it is desirable to obtain the characteristic
function or the Laplace transform of the density for this law. It can be well-recognized
that such an approach, which, in principle, can provide the Laplace transform for the
Frechét law with integer values of parameter v =n, is described in [69] and includes the
following considerations:

1. For composition of identically distributed independent random variables obeying law
@, (0<v<2),X, with characteristic parameter « =v is the limiting law.

2. For maximization of identically distributed independent random variables obeying
law X, (0<v<2),® with characteristic parameter v =« is the limiting law.

This conclusion stems from the fact that limiting laws satisfy the necessary and
sufficient conditions for limitedness of themselves. Therefore, the above limiting laws are
boundary laws for the distribution of the time of the critical path. If the number of
parallel activities tends to infinity, we obtain the ®  law. If the number of sequential
activities tends to infinity, we obtain the composition-stable X, law (0<a <2). The
parameters of these laws retain their values and are identical for the boundary laws (
a=v).

As demonstrated in [69], distribution laws X, and @, under consideration can be

approximated in the limit by sufficiently close functions. It can be well-recognized that
behavior of the p.d.f. laws in infinity, that is, in the extremal zones of the distributions, is
of utmost importance for stability to the operations of composition and maximization. We
represent the density of the @, law as

f,(x)= Aexp[-(©/x)] /x",
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where A=1©" is the constant independent of x. Here, lim f, (x)x""*/A=1 holds.

Consequently, f, (x) behaves for x > as A/x"*, that is, the following relationship
holds

f,(x)= A/x"* for x — oo, (2.4.9)

With regard to (2.4.5), the asymptotic formulae of the densities of composition-stable
X, law for x — o are representable in the general form as

P,(x)=~B/x** (-1<f<1, 0<a<2), (2.4.10)
where B = ¢(a, ) is independent of x.

Comparison of (2.4.9) and (2.4.10) suggests that for 0<a =v <2 the densities of
both laws @, 6 and X_ at infinity behave in a similar way. Hence, we draw a similar

conclusion that @, laws are approximately stable to composition and X, laws are
approximately stable to maximization and that they are “close”.

2.4.3 Using stable distribution laws in applied calculations

On the basis of the above results, we can draw a conclusion that in stochastic
networks the operation of maximization of random variables is of no less importance than
the operation of composition of random variables. The main temporal characteristic - the
length of the maximal path from the initial event i - is representable as the maximum of
the random variables which are the lengths of all paths from the initial network event to
the given event i. In the general case, these random variables are independent, which is
the cause of main difficulties.

For approximate calculation of the temporal characteristics of the stochastic networks,
it is possible to assume that the random times of event occurrences satisfy the @, law,
and that addition to them of the random durations of activities does not modify the type
of the distribution law. If the activity durations can be of the same order, then for a great
number of network activities the form of the distribution curve for an individual activity
can be regarded as being of no significance; it is only natural to assume a priori the same
distribution with parameter @, for each activity (i, j).

By relying on the above considerations, it can be well-recognized, therefore, that the
duration of any activity (i, j) satisfies the distribution law with integral function

®, (t):exp[—(G)ij /t)ﬂ, O<t<oo. (2.4.11)
The maximal and minimal estimates of an activity duration will be regarded as the

respective quantiles of a probability close to unity and of a very small probability. The
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exponent v which is taken to be the same for the entire network characterizes the level of
uncertainty of the design because for the given distribution law the final instants of the
degree ¢ existonly for ¢ >v.

We assume that v >1. Then, the expectation of the duration of activity (i, j) may be
represented as follows:

m, =0,I{(v-1)v], (2.4.12)

where Tfa jxe “dx. The value of ®; can be determined from (2.4.12) using the

known values of m; and v or from the known value of the mode ; from relation

i =0,[v/(v+1)F". (2.4.13)

Thus, our study results in obtaining an efficient method for calculating characteristics
of distribution laws for durations of network fragments realization belonging to the
sequential-parallel type.

1. The sequential subnetwork » can be replaced by one arc with parameter O, :
= >0;.
(i,)en

In this context a sequential subnetwork designates the path passing through the events
all of which - with the exception of the initial and the final events of the subnetwork -
have precisely one entering arc and one leaving arc. The rule of summarizing for
parameters ©; stems from the property of summarizing the expectations and
proportionality of the expectation to parameter ©:

m, = Zm =T[(v-1)/v] Z@ =T[(v-1)v]o,. (2.4.14)

(i.i)en (i.j)en
2. The parallel subnetwork y can be replaced by one arc with parameter © ,, :

0., j){ > e j)kTV. (2.4.15)

(ivj)ke}’
In this context a parallel subnetwork designates a set of arcs (i, j), having identical
boundary events.

The rule for calculating parameter ©,., of the equivalent arc of the parallel

subnetwork stems from the rule of summarizing parameters ©" (i, j), where the operation
of maximization is applied to independent random variables:

t(i, J) = macit(i, ).
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The Martin algorithm [139] can be used to extract sequential and parallel
subnetworks, but here the formulae of sequential and parallel reduction are much simpler
because only one parameter © is involved. Consequently, an algorithm to represent the
non- sequential-parallel networks as a hierarchical tree and then calculate them becomes
quite feasible. The relation

t; =maxit, +t(i, j)}, i<,

of the moment of occurrence of an event in the determinate ordered network offers
another way to calculating the network probabilities from the estimate of parameter ©.
Here, the moment t; of occurrence of the event i and the duration t(j, j) of activity (i, j)

are random variables. By assuming that random variables [t, +1(i, j)] are independent, we
obtain

0, :(Z‘@‘ +®ijjw.

This method is similar to the Fulkerson-Clinger method [44, 60] because in fact the

estimate of the expectation of the random variable t j[m =0,I((v-1) v)} is calculated. Its

implementation is computer-friendly because — on the contrary to the Clinger method
[44] — it requires no multiplication of the integral distribution functions F; (x—c,) and
does not assume that t, is the numerical estimate c, calculated at the preceding step

rather than a random variable. It can be well-recognized that in case v >2 there exist
finite variances which can also be calculated using 0, :

Dt =0T ((v-2)/v)-[or((v-1/v)I"

It seems that the best results may be obtained by calculating ® in combination with
the Meshkov method [67] where several most significant paths 7, (most lasting in

expectation and least correlated with the rest of the paths) are preselected, and then the
moments of the random variable

nmax = mflx{nk}

are calculated as the estimates of the moments of the critical path.

Having estimated the moments, one can assume that the actual law of distribution of
the probabilities of lengths of the critical path lies somewhere between the composition-
stable and maximization-stable laws. If v <2, than these are the above laws X and @,

(a=v). If v>2, than these are the normal law and the law to which the normal law
tends for the operation of maximization of independent and similarly distributed random
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variables. For example, consider a parallel subnetwork where the lengths &(i)
(i=12,...,n) of all parallel arcs comply with the integral function

F.)(x)=1-erf {W} (2.4.16)

The execution time of such a subnetwork may be determined from the obvious
relation

7, = max {& .

i=1,2,...n

Let us consider the random variable

x=lim max {5 /n?j=lim{y, /n}. (2.4.17)

n—oi=12,..n

Since F,,,(x)=F.(Ax), we obtain

F.(x) = lim{F. (nx)}" = Iim{l—erf Ja/2xn? Bn . (2.4.18)

nN—oo nN—o0

It can be well-recognized that for y-—>w the function erf(y)~2y/x . Since for
n— 0 in (2.4.18) the argument \/a/2xn? — 0, we obtain

F, ()= il [z o] ~ o |- yzarm)

n—o0

For a sufficiently great n in (2.4.17), we conclude that 7, =~ n*; then, the distribution
of the execution time of the parallel subnetwork boils down to

F,m (X) ~ exp % (Zom2 / 7zx)v2 }

that is, we obtained the law @,, with parameter ©, = 2an? /7 . Implementing relation
(2.4.15) of parallel reduction brings us to

Oy = (Z@iﬂj =n’0,

i=1

because the lengths of all arcs are distributed identically. Consequently, if the
calculations are based on

®, =2a/x, (2.4.19)
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then ®,=0.,. Therefore, the calculated and theoretical results coincide for a

sufficiently great number of arcs (without the a priori assumption that the arcs lengths are
distributed according to the @, law).

2.4.4 Closeness of stable laws to S-distribution

We have already noted that B-distribution is the most popular one among the random
laws of activity duration p.d.f. Let us compare the calculation of the arc length by using
®, law as well as analyzing methods for estimating its parameters, with the law of f-

distribution.

We compare normalized distributions over the interval (0,1), which does not lead to
loss of generality because linear transformation of the random variable enables passing to
an arbitrary interval (a,b). To enable consideration over a finite interval, distribution @,

Is truncated from right for the unlikely great values. In doing so, the confidence
coefficient (1— p) was chosen to be close to unity, upon which the (1- p)-quantile of @,

was equated to the right boundary (b) of the interval including the remaining part of the
distribution:

b = Fvil(l_ p)’

where p<<1and F* is the function inverse to the integral distribution function

F,(x)=exp - (©/x)'}.
Hence, we get the equation
b=6/{~In(l-p)i" .

For small p, we obtain In(l- p)~ p which in turn - because of the normalization
b =1 - boils down to the appropriate relation

©=p". (2.4.20)

We will superpose the modes and expectations of the compared distributions because
these parameters vary according to the same linear transformation as the random
variables upon passing to the distribution over an arbitrary interval. The mode X,

retains its position upon truncation:
X o) = OW/(v + 1" (2.4.21)

For the truncated distribution ®,, we derive the relation for expectation m(®):
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where
R =202

The obvious substitution @ = ®/x reduces this integral to

m(@)=R[ (e f doo/o.

0

The final result might be therefore represented as follows:

m(®) = Oz [L—erf (©)],

where erf (x)= Zj(e*“ Jde/7 . For small x, we obtain erf(x)~ 2/z . The density of
0
the B-distribution over the interval (0,1) is described as follows:
o(x)=ox“(1-xY,

where c is a constant. Both mode X, and expectation m(p) of this distribution are
expressed in terms of their parameters « and y:

a
Xon(p) = a+y

a+1
mpg)=——
(ﬂ) a+y+2

By choosing appropriate characteristics of the distributions m(g8)=m(®) and
Xop) = Xm@), We solve the system of equations a/(a+;/)=Xm((D) and

(a+7)/(a+y+2)=m(d) relative to parameters « and » and, as a result, obtain

(L—2m(®))X 4
m(CI))— X m(o)
(-2m(@))i- X)) (2.4.22)

y =
m(CD)— X m(®)

We assign the value p=0.1, which corresponds to the probability of appearance of
the truncated values. Then, ®~0.32, and we calculate X, ~0.26 and m(®)=~0.37.
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Their substitution in (2.4.22) provides « ~0.64 and y ~1.78. We also compare variances
o5 and og . For the B-distribution,

o2 (a+1)y +1)
(a+7+2)2(a+}/+3)'

For the given values of parameters « and y, we obtain afj, =0.042. We derive the
relation for the initial moment of the second order of the truncated distribution:

V, = Rjexp{— (@/x)° }dx/x.

0
Substitution = —(®/x)* reduces the formula of V, to

V, =0E,(-©?),
where E,(y)= _jye”da)/a) >0.

Now, we calculate o) from &2 =V, —mZ and obtain that V, ~0.184 and & ~0.046.
Therefore, for the given accuracy of calculations we get o’ ~ 02, that is, the variances

virtually coincide. This comparison suggests that distributions @, are close to the -
distribution with parameters « ~0.64 and y ~1.78. Upon adjustment of these values, we

obtain the B-distribution with parameters o =1 and y =2 and density ¢(x)=12x(— x)*
which is reducible by linear transformation y=a+(b—a)x to distribution over an
arbitrary interval (a,b) as developed for the two-estimate technique [67, 69, 73-74],
where ¢(y)=12(y-a)b-y)’/(b—a)'. Therefore, the final distribution can also be
approximated by distribution @, , which enables applying the two-estimate technique to
define parameters of distribution @, from expert estimates.

2.4.5 Conclusions

1. The results obtained enable (2.4.6) to be recommended as the distribution of activity
duration for stochastic network projects to be outlined in Chapters 5 and 8. Index
® >0 varies here from activity to activity, whereas index v >0, designating the
uncertainty parameter for the project as a whole, remains constant. In the regarded
application, value v =2 is preferable.

2. Subnetwork =, consisting of n parallel activities (i, j) may be reduced to one
resulting activity (2.4.15), whereas subnetwork X, consisting of n successive
activities may be replaced by one aggregated activity (2.4.14). For v =2, distribution
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(2.4.6) can be regarded as the stable law for operations of both convolution and
maximization.

. If for activity (i, j) a two-estimate B-distribution with p.d.f.

?ij (x)= ﬁ (X — 4 Xbij - X)Z (2.4.23)
] 1

is used in a real NPC system as the duration law, then p.d.f. (2.4.23) has to be reduced

to the form (2.4.6) by taking into account (2.4.21). Keeping in mind

X (o) = (28; +b; )/3 and v =2, we finally obtain here

®, = @ (2a, +b,)~0.4(2a, +b, ). (2.4.24)

. The results outlined above can be implemented in practically all optimization models
described below in Chapters 5-12 and 14-16. Those models are based on optimizing
OS comprising elements (activities) with random probability durations laws. In our
opinion, they all have to refer to the “p-family”. This assertion stems from the fact
that justification of implementing B-distribution p.d.f. as outlined in the above 8§ 2.1-
2.2, was based on general assumptions about activities’ random durations. Those
assumptions are valid for practically any activity that might enter a man-machine OS,
and not only for random activities in project management.
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Il Chapter 3. Control Problems in Multilevel Organization Systems

83.1 Introduction

In the recent five decades extensive research has been undertaken in the area of on-
line control for various multilevel organization systems under random disturbances [see,
e.g., Babunashvili [4], Mesarovich [141], Golenko-Ginzburg [67-72, 93-96], Elsayed and
Boucher [56-57], Golenko-Ginzburg and Sinuany-Stern [79, 170-171], Kusiak [130],
Ben-Yair [9, 103], etc.]. It can be well-recognized that a modern organization system S
usually consists of two parts: the functional part, aimed at performing a certain set of
operations, and the control part, provided for realizing algorithms defined on the set of
operations and ensuring the system’s advancement towards a certain goal.

We can conditionally examine the functional part as an executive mechanism of the
system. Every system’s operation is, thus, performed and realized by that mechanism at a
definite speed. Obviously, the functional part determines the dynamic properties of the
system.

The presence of the control part in the system is determined by the need for a
purposeful growth and development of the system’s process, which, in turn, is assured by
selfcoordination: the control part coordinates the work of all elements incorporated into
the system’s functional part.

Before formulating the problem of controlling the system, we must determine the
basic parameters characterizing the routine process of local system’s elements, as well as
of the system as a whole.

One of the essential parameters for controlling an organization system is the volume
of the system’s program, expressed either in output units (items) or in cost. For most
enterprises of this kind, the assortment of the output is practically stationary and will not
tolerate substantial changes within time. This means that the goal function of such
systems is either a vector with a relatively small number of components, or is ordinarily
reduced to a general equivalent, usually expressed in cost terms. This enables a clear
formalization of the system’s control procedures as well as of the nature of control
actions to be introduced.

A second essential parameter characterizing functioning of the system is the system’s
capacity - the amount of resources (financial, manpower, materials, etc.) at its disposal,
which must be managed to the best advantage for achieving the goal set by the system.
This parameter characterizes the system’s ability to advance to its goal at a definite speed
vpl(t), 0<t<T,, where T  stands for the duration of the plan period for the system, and

thereby the time for carrying out a given volume of work.
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§3.2 Basic parameters

Imagine the control of a production system S as a unit whose input is the plan
assignment n, and the outcome is a coordination output or a control action ¢. Note that

the system’s advance to its goal takes place under certain disturbances y affecting the
system.

In the process of advancing towards the goal, inspections of the system’s state are
required at definite moments of time t=t,,t,,..., 0<t<T, {we will henceforth call them

inspection (control) or query moments}, to compare values corresponding to the true,
actual curve reflecting movement towards the goal V; (t), which are random values, with

values of the planned trajectory towards the goal T,(t). Function V,(t), which

characterizes the actual state of the system at every moment of time, is called the goal
variable of the system.

As for the plan assignment 7, keeping with the terminology of [4, 67, 94-96], we can
see that it is represented in the same form

n=Vy(t). (3.2.1)

Here Vp,(t), as shown above, is the planning trajectory of the system’s advancement
towards the goal; it can be determined thus:

Tol

Vo) = v, (Rt (3.2.2)

0

where v, (R,t) is assumed to be a certain plan dependence on the time of the system’s
speed towards the goal, and can be ensured by available resources R.

To develop an efficient control procedure, one must be able to devise a dependence
between the system’s speed in moving towards the goal and the amount of available
resources, i.e., dependence

v(R,t)=f(R,), (3.2.3)
where R, designates the capacity of the system’s resources at moment t.

Here it proves convenient to introduce the concept of the so-called complex resource
[4, 67, 103]. This can be defined as the totality of the minimum quantities of resources of
different kinds essential and sufficient for doing the job, i.e., a closed set of operations
formulated in a definite way. Denote the unit of the complex resource by r. One of the
best examples of a complex resource unit is a standard building team which is able to
carry out any construction work.
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Let N, denote the number of units (capacity) of complex resource r at moment t,
then the total resources of the system can be formalized as

R=N, - r+R’, (3.2.4)
where R stands for incomplete resources used in the system.

Let the dependence of speed v on resources R be linear. Then a change in the
system’s resources by AN, units results in the change of the system’s speed towards the

goal by a certain value Av. In such a case, the system’s speed at any moment of time is
expressed by the resources through relation

N
v(R,t)= ANf AV . (3.2.5)

r

Further, let f in relation v(R,t)= f(R,) not depend on time t.

From this it follows that with a plan capacity of a complex resource N, the
system’s speed of advancing towards the goal v, ensures realization of the production

program in the time planned, namely T, .

Notice that different speeds of the system may correspond to one and the same
capacity of resource R, depending on the degree of intensification of production. In
keeping with [4, 67-68, 94], we will henceforth call speed , corresponding to the maximal
intensity of production, the optimistic one, while speed , corresponding to the minimal
intensity, will be regarded to as pessimistic.

Let us examine more closely the concept of complex resources on the example of a
production shop of a serial enterprise. For small size serial production mapped by the
network model, we believe that the concept of complex resource refers to a set of
minimal volumes of resources of the primary and secondary kind, capable of performing
the elementary job in the network project. For production systems of serial and large-
scale serial type with a steady listing of output and substantial cycles of processing (when
there is a big list of parts and units), we can regard as the unit of the complex resource a
set of raw, unfinished, and other materials, as well as the lathes and automatic production
lines capable of turning out an individual item.

It is quite useful to employ the concept of complex resource since it allows using
relations v, (N, )=V, Vou(N,)=V,,, V,(N,)=v,., and implementing them in the

— Ypes?
process of optimal production control if we have the corresponding standards and
specifications.

Obviously, the minimal time T, for reaching the goal (the planned volume of the
system’s program) must correspond to the maximal speed v, of the system’s
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advancement towards the goal, satisfying relation T, <T,, . Correspondingly, there must

also be the upper duration limit T, of achieving the system’s goal when moving with
pessimistic speed v ., T, >T,,.

pes !

For discrete production, the capacity of complex resource R can change within the
limits of N™ and N™. By definition, complex resource capacity N™ =1. In other
words, when R =0, the speed of advancing towards the goal equals zero, and when
R>N™ there is no further increase in value v(R,t); moreover, under certain
circumstances this speed can even decrease.

Thus, resources of capacity R supplied to system S ensure completion of the
system’s program Vpl(R,Tpl) for the period {O,Tp,} :

83.3 Planned trajectories

Depending on the degree of intensification of the system’s process, the trajectory of
the system’s advancement to the goal can take the following forms:

a) An optimistic trajectory of the system’s movement to the goal Vopt(R,t), corresponding

to the maximal intensification of available resources R. As pointed out above,
inequality T, >T, must hold, with value T, characterizing the moment when the

: : . dv, :
system achieves the goal if work is done at speed v, = T‘“ and being the result of

solving equation

Vo =Vou(RT)). (3.3.1)
Note that specific values of all the parameters regarded above (values T,,, T,, V,,, R,
etc.) are determined at the planning stage, i.e., the stage preceding both inspection

and control. A similar conclusion holds for an analytical description of dependence
V,..(R,t).
opt !

b) A planned trajectory of the system’s movement to the goal Vpl(R,t), corresponding to
some average intensity of the production process (i.e., taking into account the effect
of certain favorable and certain adverse factors). Here the obvious equality
Vo =VuRT,) (3.3.2)
holds.

c) A pessimistic trajectory of the system’s movement to the goal Vpes(R,t) is
characterized by the minimal degree of intensification of the course of the production
process. Note that the corresponding minimal speed of the system’s advancement
towards the goal can depend both on the presence of exceptionally unfavorable
circumstances and the system’s control device (the system is purposefully transferred
to the least intensive work).
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If the production program is carried out at speed , moment T, when the

dV ., (R t)
dt

system reaches the goal satisfies the obvious relation

Ty >Ty >T, (3.3.3)
and may be calculated by solving equation
Vpl :Vpes(R’TII ) (334)

It goes without saying that all the parameters and characteristics corresponding to
trajectories V . (R,t) and V,,(R,t) are also formulated at the stage preceding all control

procedures.

An organization system can, thus, function with three rates: planning (normal),
optimistic (tense) and pessimistic (not tense). Naturally, the “zero” non-working state,
when no production program is drawn up at all, has also to be taken into account.

In the process of moving to a definite goal, the system must aim at optimizing the
conditions in which the movement takes place, since repeated and lengthy work at utmost
rates (at the system’s maximal speed v, towards the goal) can exhaust and prematurely

wear out the system. In other words, the planning time for achieving the goal
T, <T, <T, must be chosen so that it will ensure reaching the goal not later than at the

due date T, together with minimizing the expenses of carrying out the production
process.

pl?

This, of course, by no means signifies that the system should not be allowed under
any circumstances to work at the utmost rate accompanied by a certain overloading of its
functional part. On the contrary, it is precisely the possibility of the system’s functioning
with the overload that constitutes the potential internal reserve of the system which must
be used first of all in the process of removing possible discords between values Vp,(R,t)

and V, (R,t).

It should be pointed out that practically any organization system functions in a
situation of numerous random influences, circumstances and interferences from the
environment, such as illness among personnel, disruption of supplies of raw materials,
equipment going out of commission accidentally, and so on.

The influence of such random factors must therefore be felt and reliably taken into
account in the process of supervising the course of the system’s production. At every
routine query of the state of the system, objective conclusions must be drawn as to
whether deviations V,,(R,t) from V, (R,t) can be explained by the disturbing influence of

only random fluctuations, or whether the discord exceeds the permissible limits and one
or another purposeful control action has to be introduced in the course of the system’s
functioning.

57



In this it is expedient to make use of the concept of the working cycle of a system t,

[4], which can be represented as the sum of two intervals of time: working time, and time
for renewing the system. There is a certain minimal level of renewal time t,, which must
be determined in such a way that after the work of the system at the utmost rate
(throughout time t, =t_ —t,) the time t, would prove to be sufficient for no irreversible

wearing out system S to take place. In each cycle, a certain possible potential increment
to the goal variable can be introduced as follows:

A\/c;cle = (Vopt _Vpl )'tw ) (335)

where v, =Tivp,(R,Tp,) Is the maximal value of the average speed in proceeding
|

towards the goal, and v, = iVpl(R,Tp,) is the planned speed for that movement.
pl

In the process of the system’s movement towards the goal, the number of remaining
working cycles k_(t) may be determined from relation

k(t)=—"—, (3.3.6)

where t stands for the current moment of time within the bounds of the period that the
system functions. Then the remaining possible potential increment to the goal variable of
the system may be finally represented as

AV = (v, —vp,)-tt—W(TpI —t). (3.3.7)

c

The last equality means that if at the current moment of time t the deviation of the
goal variable’s value from the planned trajectory of advancement towards the goal does
not exceed value AV ", the deviation can be eliminated by mobilizing only inner reserves
of the system, i.e., by local (internal) control. Otherwise, it can be done only by
introducing a control action from outside into the process of the system’s movement, i.e.,
a parametrical (external) control. This alters the resources of the system N, which, in

turn, corrects speeds v, V., V,, as Well as the corresponding terms for the system to
achieve its goal.

opt? Ypes?

Control of the system is effected by observing its goal variables at definite moments
of time. Depending on the value of the goal variable’s deviation from the planned
trajectory, the control part of the system works out various purposeful control actions for
compensating the deviations, and changing the structure of the system itself. In this, the
strategy of querying the system should so be built that it will primarily ensure the
system’s achievement of the goal by attracting only its internal resources [4, 67-68, 94-
95, 100].
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The procedure proper for carrying out parametrical control actions for the system
constitutes the second stage of the control process. Here there arises the need to obtain
additional information on the state of the functional part of the system in order to effect
such a redistribution of resources between its different elements that will ensure
achieving the goal within the required planning period.

A conclusion, thus, can be drawn that if the system’s advance to its goal proceeds
normally, with no deviation from the planning trajectory exceeding value AV~
determined by (3.3.7), there is no need in restricting the query policy of the control. Even
if in that situation the system’s functional part undergoes certain changes, in most cases
those changes are insignificant from the point of view of advance towards the goal.

On the other hand, we naturally have to supervise the state of the outlined above
functional parameters in general, since most substantial changes in the functional part of
the system can disrupt the planning terms for achieving the goal.

Note that in our practice we have mostly used three speeds with various levels of
resource intensification. The number of possible speeds may be extended but the basic
relations and definitions remain the same.

83.4 Control actions by means of resource reallocation in organization
systems

3.4.1 Introduction

As pointed out above, the system’s labor productivity at a controlled installation
depends on the volume of available resources. If the target, e.g., the volume of the
production program, V,, is expressed as a general equivalent and the resources

consumed by the installation can also be expressed uniformly (e.g., in units of a complex
resource [68, 95]), the question of optimizing the models presents no substantial
difficulty. It is far more complex and worthy of attention when the controlled installation
consists of a group of elements E,, i=12,..,n, each of which contributes to the

fulfillment of the production program and produces items of the same kind while
consuming the same kind of resources.

We can regard as such elements, in particular, a group of sections functioning in
parallel and equipped with practically the same machinery. Of course, different elements
may differ from each other in size or capacity, as well as in labor productivity. Let us say

that all the elements start functioning at the same initial time T, and complete work by
the moment the planned period T, terminates. Let us further assume that for each
element E,, i=12,..,n, we can determine a functional Vi(Ri,ti), expressing the volume

of the outcome product manufactured by the element (in form of the general equivalent),
depending on work time t, and resources R. at its disposal (also expressed in the form of

the general equivalent).
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Each of the elements E, at moment T, is supplied with resources of capacity R,
satisfying an obvious equality ZR}O) =R, where R stands for the total volume of
i=1

resources available to the system control device (it is understood that the control has not
changed throughout the planned period). Note that values V,(R;,t,) can be determined by
means of a simulation model of a shop or a section, and, in principle, are not
deterministic in nature. They can be expressed either as a table or a nomograph, or a quite
complex analytical relationship, or a correlation of other type (non-linear, in principle). In

the below sub-sections we will formulate and classify those problems.

3.4.2 Simplified resource allocation problems without synchronization

Let us consider a formalized statement of an optimization problem in resource
redistribution.

Determine the optimal n-dimensional vector R for the values of resource capacities
{R,R,.....R, }, supplied for elements E,, to maximize

Max J = n{/Laf{Zlv (R.T, —t)} (3.4.1)
subject to
> R =R. (3.4.2)

Optimization problem (3.4.1-3.4.2) can be solved by regular methods or by means of
statistical optimization. Note that optimization techniques enter the simulation model as
an optimization unit.

3.4.3 An example of the multilevel system’s description

A group of problems to synchronize elements functioning in parallel in production
systems of mass production-line type is an important particular case of solving
optimization problems. Systems of this kind are multilevel and consist of a finite set of
production flows (such as automatic production lines) which are also structured
hierarchically. For any flow we can single out a subset of elements, or aggregates, at a
certain hierarchical level into which semi-manufactured or raw materials are fed in from
outside. It is assumed that each aggregate has an output bunker of either limited or
unlimited capacity. When processing is accomplished, the semi-manufactured product
(part) enters the aggregate’s output bunker, which, as a rule, is of limited capacity. The
external flows of raw materials for each aggregate are random variables, whose
distribution functions are assumed to be known.
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The set of aggregates has a subset of aggregates, from whose bunkers the processed
parts are fed into the input (input bunker) of any one aggregate of the following level
according to the technological flow. It is assumed that processed parts can be transferred
from a certain level aggregate to the supreme level aggregate only in batches of pregiven
volume, 1.e., after a definite quantity (“transfer level”) of processed parts has piled up in
the output bunker of the preceding aggregate. Putting it another way, the work of any
aggregate at any level, except for the first one, begins only when its input bunker contains
at least one complete set of parts processed in the group of preceding aggregates.

If an input bunker is full, a batch’s transfer to it is suspended and parts begin to pile
up in the corresponding output bunker of the preceding level. If an output bunker is full,
the corresponding aggregate becomes blocked, i.e., processing of parts in it is suspended
until room is available in the output bunker. Under certain circumstances, such a blocking
process can spread in the flow.

Parts are transferred from the second level to the third level similarly, and so on, until
the finished product is achieved on a single aggregate at the top level.

3.4.4 Two-level optimization to synchronize the production process

Problems of analyzing and synthesizing on simulation models of a standard two-level
module consisting of a set (group) of aggregates at the same level working in parallel and
an aggregate at the supreme level whose input bunker receives processed parts from the
group of aggregates of the preceding level, prove to be of particular interest. Any type of
flow structure can be represented as a union of modules described through information
inputs of the supply of batches from the level output bunkers to the input bunker of the
intermediate level aggregate.

It is assumed that the productivity of any aggregate A® of the s-th level depends
—=(s) .

solely on vector R of primary resources. For the standard two-level module denote

symbols Ri(”‘), i=12../7, m=12,..,W, for the primary resources available to aggregates

A supplying processed parts to the assembly aggregate A®). Here m stands for the

primary type resource, such as equipment, etc., W is the number of types of resources, i
is the ordinal number of the aggregate at the (s—1)-th hierarchical level, while ¢ is the

total amount of aggregates.

We are considering restrictions of type

> RY<RY, k=12..W, (3.4.3)

i
i=1

on Vvariables Ri(k) throughout the time that the module functions. Here R®.
k=12,..,W, is a constant value designating the total quantity of k-th type resources
available.
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The productivity o of aggregate A per unit of time is random, and the
corresponding mathematical expectation is determined by

Elot]= iaﬁ'ﬂ)R}m) : (3.4.4)
=1

where values ™ are of constant nature and are considered to be known beforehand.

The purpose of control is to synchronize the work of the aggregates, since delay by
even one aggregate in turning out produce by the pregiven due date can cause idleness of
the corresponding aggregate at the next (receiving) level.

The optimization problem of synchronizing output by a group of aggregates at one
level working in parallel, at a routine inspection moment t, is formalized as follows:

Determine optimal values R™, i=12,..¢, m=12..W, maximizing the output
product for an assembly aggregate
4
Z{Vf (Ai(H))"' (Tpl _t)E[wi(Sil) ]} (3.4.5)
i=1

with synchronizing restrictions

Vf (Ai(s—l))+ (Tpl _t)E[a)i(s—l)]:Vf (AEH))+ (Tpl _t)E[C!)ES_l)]

H# ] (3.4.6)
1<i

j<v

and resource restrictions

(m) < R(m)
> RM<R

i
i=1

R™ >0 (3.4.7)
=120
m=12,.W

values E[a)i(s‘l)] being determined by (3.4.4).

The problem of scheduling resource delivery moments to supply resources from the
environment is of essential interest. Suppose, the system consists of n homogenous
elements of various productivity which we have described above. The controlled
installation’s secondary resources come from outside, and we know the law by which
resource supplies enter the system.
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The mean value of resources entering the system equals the planned volume of
consumption R,. As the resources enter, they are distributed among elements E;, the

distribution discipline being strictly formalized. Unlike functional V,(R,,t), functional
V,(R;) is introduced, characterizing the volume of produce turned out by element E, per
unit of time when employing the R unit of resources.

It can be well-recognized that such a controlled installation depends mainly on the use
of raw materials, while primary resources renewed in the process of their use (machines
and mechanisms) are not limited by the installation.

As an additional system’s ability, there could be the possibility of manufacturing by
each element E, with several intensities and with varying productivity for the invariable

capacity of primary resource consumption and for different volumes of secondary
resources.

3.4.5 Inventory models

In keeping with the theory of inventory models [175], signal levels of secondary
resource reserves C. must be controlled by the system periodically for each time unit

(e.g., a day or a week). Value C; is, thus a regulated characteristic.

We propose therefore the following formal statement for an optimization problem:

- ltis required to minimize the signal level of secondary resource reserves
Cs=minC, (3.4.8)

with restrictions

P{ivﬁ(Tpl)zvp, C;}Zl—c?, 5>0, (3.4.9)
E{R{TG ,Tp,} c;;} >R, (3.4.10)

We determine value C; =minC,. by means of a simulation model, and for the sake of
undertaking better approximation, the entire plan period {TO ,Tp,J is divided into
elementary subperiods.

It should be noted that the only way to solve optimization problem (3.4.8-3.4.10) is by
implementing statistical simulation methods, subsequently determining the optimal value
of C; and carrying out the multiple “run” of the simulation model in each iterative loop,
in order to calculate the frequency at which the system carries out the plan at each
assured resource level. In the course of simulation, we simulate the submission of urgent
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demands for also adding secondary resources (if the actual presence of the resources
proves to be less than the assured value), and simulate non-plan procedures for adding
resources upon those demands.

It can be well-recognized that optimization problem (3.4.8-3.4.10) may be modified
for the case of d secondary resources {R®,R?,.,R@} and d signal levels S%,
k=12,..,d, respectively. In this case, the optimization problem would become as
follows:

- Determine d optimal values of signal reserve levels C{, k =1,2,...,d, to minimize
the objective

J=>pcl (3.4.11)
with restrictions (3.4.9) and

E{R(k){TO ,Tpl}

where p,, k=12,..,d, are pregiven priority coefficients.

=Ry

c;} =RY, k=12..4d, (3.4.12)

Note that though the external cycle in optimization problem (3.4.6-3.4.10) is usually
implemented on the simulation model either by means of the dichotomy method [176] or
other analogous ways of searching for the extremum, in case of problem (3.4.9, 3.4.11-
3.4.12) performing the external cycle is more efficient by the directed random search
method [176] in the d -dimensional space C¥. As to performing the internal cycle,
optimizing problem (3.4.9, 3.4.11-3.4.12) makes no principal difference in the procedure
of searching for the extremum, as compared with the case of one signal level.

Thus, we have formulated several resource optimization models for one- and for two-
level production control problems. Inventory and synchronization models are also
implemented within the global framework of a multilevel model. The fitness of all
optimization problems can be assessed by means of a simulation model which comprises
all optimization problems as a control device.

83.5 Models of optimal probability control
3.5.1 Introduction

Probability control for industrial organization systems is mostly based on determining
control actions ensuring pregiven reliability of carrying out the production program by
the given deadline [56].
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In the case of individual controlled installations under random disturbances, control
actions boil down to adding resources from reserves of higher hierarchical levels. The
corresponding volume of compensatory resources, ordinarily expressed in cost, can be
determined on the basis of classical models of the theory of automatic control (see, e.g.,

[56]).

Such a strategy, quite efficient in the case of a controlled installation with a single or
small-scale serial output, is inexpedient for the case of production-line serial output with
several controlled elements (aggregates. automatic lines, etc.) functioning in parallel at
one and the same hierarchical level. In the latter case, the choice and construction of the
optimal strategy of probability control are based mainly on resource redistribution
between the elements [95].

In this section we intend to formulate optimization probability control problems for
production units working in parallel, including problems of optimal resource distribution.

3.5.2 The system’s description

The formalized description of the corresponding models is as follows. It is assumed
that a two-level production system S comprises k elements A, i=12,... k, functioning
in parallel at a certain hierarchical level in discrete time moments t=0,1,2,..,T,. The

functioning of the elements results in the production output. Moreover, there is a (k +1) -
th element A, at the supreme hierarchical level, called the control element.

It is assumed, further, that the output by the i-th element per time unit of time is a
random variable &%, independent of the outputs of other elements of the system.

The distribution laws of random variables [96]
P{cD <x}= g (xt,RV), i=12...k, (3.5.1)

are pregiven. These are, generally speaking, time functions, as well as increasing
functions of a certain generalized complex resource R, called the control parameter.
Further on, parameter R" will be understood as the capacity of primary resources being
used only by the i-th element and renewed periodically in the course of operations.

Let us introduce a random vector variable as follows:
Xp=%+&, t=01..,T, T<T,,

where
E - {ei(”,ffz), ,éfk)},

P{&" < x}=g,(xt,RD),
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Note that a vector-function R ={R®,R®,..,R¥| actually determines parametrical
control actions of a control element A, in the course of manufacturing at moment t.

Further, we will call the final set of vector-functions R, t=0,1..,T, -1, the control
strategy, and value x!" will denote the total output product of the i-th element. For every
control strategy adopted, i.e., the resource distribution vector R, relation

holds. Without losing the generality, we can determine %, =0.

Each element A", i =12,..k, is destined to comply with plan term T and plan V),

I.e., the directive total output of the i-th element for period {O,Tg:)] The purpose of the

system is to carry out its plan for each of the elements.

Let us examine vector \7p, = {V(l) V@ ,Vé,k)} in greater detail. For each \7p, we can

pl o Vpt oo
determine probability P{XT 2\7p,} and X, 2\7p, when, and only when, xT“) zvrf:) for any
i=12,...,k. Suppose a stationary case of elements functioning takes place, i.e., relations

2. (xt,RV)=(x,RY), i=12,..k,
hold.

Let the plan periods of all elements be equal Tp(‘,) =T,, i=12..k, and time unit
At <<T,,. Then by applying the central limit theorem, we obtain the distribution function
of the total output of the i-th element at moment T, in the form of

(o)

_ _ V(i) _ E(i)
p{x zvé:)}zl—Q{"'T , (35.2)
where

=0 :TilE[;(i)], 50 _ /Tilv[ftm],

(E[£9], v[£9] being the mathematical expectation and the variance of random

variable £, respectively), and
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@(x)=%j;exp(—%u2jdu.

According to our assumption, control element A, also functions at discrete time

moments 7 (at inspection moments), but with a step Az > At. At an inspection moment,
the control element receives full information of the state of the system, and, if necessary,
redistributes resources between the elements. Moreover, if an open model of the
production system is constructed, element A, provides coordination inputs and transmits

information inputs to the higher control device.

3.5.3 Resource control strategies

Now let us formulate several problems for controlling resources of system
S = {A(i), AO} (or controlling random process X, ):

I. Determine a control strategy (a dynamic resource distribution vector) R, maximizing
the probability of system S ’s completing the plan:

P, (V, )= P{ X, zvp,} — max (3.5.3)
and satisfying conditions:

a) the total resources are limited,
(R.€)<R", r=01...T, -1, (3.5.4)
(symbol & stands for a unit vector and the parentheses signify the scalar product of
vectors), and

b) R,'s components are non-negative,
>0, t=01..T,-1. (3.5.5)

Here R* denotes the total volume of primary resources at the system's disposal.

R
R,

1. Determine a control strategy R, minimizing the total resources in system S :

— Tpl_l —
P, (V)= 3(R..€)= min (3.5.6)
=0
and satisfying both conditions
P{ X 2\7p,} >p, (3.5.7)

(the probability that the system will meet the plan’s deadline must not be below the
given probability p ) and non-negativity conditions (3.5.5).

1. Determine a control strategy R, satisfying conditions (3.5.4-3.5.5, 3.5.7) of Problems
I and 11, and minimizing time T, for system S to complete the planned production

volume V.
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3.5.4 A generalized model

In particular, we will examine a shop with a mass production line consisting of N
flows functioning in parallel, their structure being close to that considered above, in 83.4.

Each of the N flows involves several automatic lines and an assembly section. Let us
introduce symbolic according to which a flow with a variable index n consists of s,
automatic lines GV, i=12,..,s,, n=12,...,N, and an assembly section M. Considering
that there is also an input bunker (a raw material store) A, for the n-th flow in the shop
and an output bunker B, before the assembly section M, the structure of the flow can be
presented as a two-phase service system with an input flow P’ for the supply of raw
materials, bunkers A" and B" before and after each service channel, respectively, (at
the first phase there are s, parallel service channels), and an output flow P of finished

products, n=1.2,...,N (see Fig. 3.1).

transfer transfer of _ o
of parts complete sets =>1,i=1,s)
R
> A * G ‘rm |
B(l)
p* > A G? 1 e I | ! P
—» A -4 BO | I I—. M [

. ... . finished
* DR articles

> a0 f— a0 [V ol
B(S)

) .

L-- LA 2 B 1 X J J

blocking bloc.king

Lto--—-- we]

r
[ ]

O=RYi=T3%  @=R)

Figure 3.1. A formalized scheme of control actions for a FMS

The mass production shop as a whole is represented as an N -channel service system
which includes N two-phase flow models. Parts are fed into bunker B, from automatic

lines GV of one and the same n-th flow at moment t only if each of the bunkers B! at
the output of the corresponding automatic line G has at least one complete set of
finished parts made on the line at that moment of time.

In other words, sets of output products are supplied from the output bunker B,
corresponding to automatic line G\, into the assembly section bunker at moment t only
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if the number of parts r¥ in each bunker B! is no less than the corresponding complete

set's volume K. If at a certain moment no set can be completed on at least one line,

processed parts pile up in bunkers B at the output of all the automatic lines G", till
r>KY i=12..s

We will assume that the capacity of bunkers B!) is also limited. For the sake of
convenience, let us omit index n and consider only one standard flow. For that flow
denote the current volumes of parts in bunkers B by symbols r", i=12,...,s, and their

permissible limit capacities by R

If the current volume r of the exit bunker B (R is the bunker's limit capacity)
overflows, or if the automatic lines G are not working synchronically, parts will pile up
in bunkers B". This can lead further to an overflow of individual B" and as a result will
block (stop) the work of corresponding line G, as it is shown on Fig. 3.1.

*

In a general case, the incoming flow of raw material R* is a discrete random process,
characterized by moments 4, of feed-in, and by random variables L(#6,), the amount of

raw materials supplied at those moments of time.

We will also consider productivity X of each automatic line G/ as a random

variable, with known distribution function F{’. Mathematical expectations E[X ] and

variancesV[X “)] of values X are pregiven deterministic functions of primary resources

(control parameters) R, RY,....RY used for the i-th automatic line.

R

The actual productlwty of line G® at moment of time t WI|| be determined as a
random variable Z", equal to the minimum of its productivity X © and of the volume of
input bunker A%

z0(t)= min{ X ©(t), P“)(t)}, i=12,..,s. (3.5.8)

The total actual production of the i-th line in plan period {O,Tp,} equals

To-1

=%z, i=12...s. (3.5.9)

t=0

Formalization of the shop's work allows us to state the basic problems of optimal
control.

For the case of a mass production line, the direct problem of optimal control,
maximizing control reliability, is as follows:
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Determine a set of vectors R ={R",R",...R"}, i=12..,s, maximizing goal
function

w(R)= Max Min {1—@{%}} (3.5.10)
with restrictions

EZM”SRT1J=L2w~m, (3.5.11)

g}zO,izLZmﬁ,jzlzmmL (35.12)

Here EW is the planned shift quota for the i -th automatic line and

Tp-1

wi =3 g[z0()]
-~ . (3.5.13)

p

o = [>Yv[z9)]

t=0

It can be well-recognized that the inverse optimization control problem for a case of
homogeneous resources (m=1) would be follows:

Determine values of homogeneous resources RY, R@, ... , R® applied to
corresponding lines G to minimize the sum
S

Ry =Y R" (3.5.14)

i=1

with restrictions

) E(i) _W(i)
RV)=1—®| ————|>
v(R") { o0 Por (3.5.15)
RV >0, i=12,..,5s
x Y
probability p,, being fixed in advance and close to one, and @(x)z% f e 2dy.
T —0

3.5.5 The simulation model

An integrated model to simulate functioning and various control procedures for a
mass production line shop has been developed in [68, 96]. Optimization problems of
maximizing the reliability of control and minimizing primary resources have been
successfully solved by its use. These are the stages of the model's work:
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After simulating model parameters "drawn" or given beforehand (specific
productivity of automatic lines, parameters of the distribution laws for feeding raw
materials into the flow, data on the specialization of equipment, primary resources, etc.),
"draw" the random number of resource units out of production and in working order in
the routine elementary period of time, - a day, for instance. Then determine the
deficiency of resources on the automatic lines and in the assembly section, and distribute
reserve resources according to the priorities given beforehand, or by solving inverse
problem (3.5.14-3.5.15). After that, to simulate characteristics for the automatic lines as
well as for the assembly section, "draw™ random durations of processing the parts, or the
productivity per unit of time.

Simulating the work of the shift boils down to sequentially activating the "drawing"
generators of the automatic lines and the assembly section productivities, taking into
account the contents of the input bunkers A, n=12,...,N, and recalculating their current
volumes, as well as the output bunkers B,. Fix the current output of the lines and

sections, idleness and incomplete production, the completion of the parts for assembly
and compare the current time value with inspection moment t, and the moment of the

shiftsend T ,.

At inspection moments t,, determined either beforehand or by means of the

theoretical grounds worked out in [68, 94-96], simulate control actions: resource
redistribution according to the solution of the direct or inverse control problems, and reset
according to the resources renewed, the generators of random productivity of the
subdivisions of the shop flows. The resources are redistributed for the three-level system
according to the shop's hierarchical structure: production line - flow - shop.

At first, solve the problem of maximal synchronization for the automatic lines of each
flow, a direct problem of redistributing resources (3.5.10-3.5.12), complying with
corrections for partially completing the volume of work by inspection moments t, . If the

optimal value v, of probability of fulfilling the plan by the line (the value obtained by
formula (3.5.10)) is greater than the given p,, the redistribution at the automatic line

level is completed, and forecasting plan fulfillment for the assembly section (the shop as
a whole) is subsequently carried out.

If the forecast probability y,, of fulfilling the assembly plan is less than the given
Pu 1> 90 again to the unit controlling the resources of the automatic line and solve the

inverse problem of redistributing resources, in order to seek additional resources for the
assembly section. If the resources supplied by the automatic line prove sufficient, the
distribution at the second level, that of the flow, is over. Otherwise, seek additional
resources at the third control level, that of the shop, in order to obtain surplus resources
from other flows.
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In the same way, transfer resources from the assembly section to the automatic lines
in cases v, < p, and y, >y, . After obtaining additional resources (if they are less

than the requested) once again solve the direct problem of redistribution for the automatic
line.

We, thus, determine an iterative interlevel process of distributing resources which
ends after a full review of the elements at all levels on shop scale, each iteration step
solving an optimization control problem, direct or inverse.

Besides inspection moments t,, the so-called emergency moments, moments of
blockage t,,, must also be taken into account (see Fig. 3.1). Upon request in emergency

moments, the resources are redistributed from blocked automatic lines to other elements
of the flow in order to increase the productivity of the flow and unload intermediary
bunkers.

Concerning the direct and inverse problems of optimal resource control, the latter boil
down to either maximizing the automatic lines' probability of fulfilling their tasks for the
shift, or minimizing the total quantity of primary resources used. The direct problem is
based on smoothing the forecast probabilities of fulfilling the plan by various production
sections. The iterative step-by-step smoothing algorithm is based on the existence of
linear dependences in the form

E[xV]=a,R", i=12,..s

_ _ ; (3.5.16)
a[x (')]: b,R", a.,b. = const
The solution of the direct optimization problem, thus, takes productivity variations for
various groups of automatic lines explicitly into account. The solution of the inverse
problem boils down in practice to applying an analogous step-by-step algorithm with a
given fixed probability of fulfilling the plan by all the automatic lines.

In our view, such a “run” of the course of production on a simulation model,
combined with the control actions described above, makes a choice of an optimal control
strategy possible. Such a strategy can be realized in combination with the mathematical
models of FMS described in [57, 68].

Thus, we have formulated and suggested algorithmic solutions for various probability
control production models for one and several hierarchical levels. The considered models
are imbedded in a generalized production model including both optimization blocks and a
simulation model.
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83.6 Generalized production control model with complex resources
3.6.1 Introduction

Assume that we are faced with controlling an organization system (manufacturing,
constructing, etc.) which can produce the outcome product with several different speeds
under random disturbances. Those speeds include:

1. The maximal (optimistic) speed v
production process;

oot Which offers the utmost intensity of the

2. The minimal (pessimistic) speed v which corresponds to the minimal intensity of
the production process;

3. The planned speed v, which lies between the outlined above boundary production
rates.

Note that Vop >V >Vpes holds. To manufacture the product, the system requires
resources R (manpower, machines, etc.), which can be evaluated in complex items, e.g.,
in standard teams of pregiven structure. Such a resource is called a complex one and can
be evaluated in ordinal numbers. Call Vv, (R,t), V . (Rt) and V (Rt) the average

manufactured product to be produced at moment t, on condition that the system has
worked only with the optimistic, pessimistic and planned speed, correspondingly, within
the period [0,t] throughout. Call V,(R,t) the random outcome product observed at
inspection point t. In papers [4, 67, 94-96] we have introduced two different control
strategies in order to determine routine control points t’ (Strategy I) or t™ (Strategy II).

In order to describe those strategies more definitely, let us introduce some additional
notations:

T, - the due date of the system;

T, - the average date to reach the system's goal, if only optimistic, i.e., the highest
speed, is actually used throughout;

V, - thesystem's target;

AT - the least permissible time span between two adjacent control points (to force
convergence).

3.6.2 Strategies
Two different strategies [4, 67, 94, 103] will be imbedded in the control policy:

Strateqy |

It is assumed that in the case of the most unfavorable circumstances, which result in
the minimal production intensity, the output within a certain interval [t,,t,], t, >t,,

0<t, <t, <T ,, may not increase at all, i.e., will satisfy V,(t,)=V,(t,).
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Strategy I

It is assumed that even in the case of the minimal production intensity, the output
within any interval [t,,t,], t, >t,, 0<t, <t, <T,,, will increase by no less than (t, -t,)-v

i.e., relation V,(t,)=V,(t)+(t,—t) v, holds.

pes?

3.6.3 Internal control actions with both strategies

Let us describe possible control actions (determining next control point, introducing a
proper speed) for both strategies in greater detail [103]:

Strateqy |

A. If at a routine control point t’, i>1, relation
Vf(R’ti)>Vpl(R’ti) (3.6.1)
holds, the next, (i +1)-th control point t, satisfies
V(R E) = Vo Rt~ T, +T,), (3.6.2)
and the system does not change its production speed.

B. If relation
Vo (Rt ) > Ve (R ) > Vo (Rt =Ty +T, )+ av (3.6.3)

holds, where AV >0 is a permissible threshold error (given beforehand), the maximal
speed has to be introduced. The next control point t", satisfies (3.6.2).

i+1

C. If at a routine control point t;
Vi (Rt )= Vo (Rt =T, +T,)| <AV (3.6.4)
holds, system S applies the maximal speed, while the next control point

t', =t + AT is determined by using the time span AT .
D. If inequality
Vi (RE) < Vo (Rt =T, +T,) - AV (3.6.5)

holds, additional resources have to be introduced since the system is unable to reach
its goal at moment T, even by using the maximal speed Vopt(R,t) throughout the

remaining time. In this case, the higher hierarchical level has to be applied to obtain
help with resources of volume &, . Value &, can be determined from relation

Voo (R+60, Ty =t7) = Vo (RT, ) -V, (RE). (3.6.6)

E. If in the process of the system's functioning, value t/ is so close to value T, that
inequality
T, -t <& (3.6.7)
holds, where &, >0 is a permissible error (given beforehand), while the output
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product is inspected at moment T,.

Strateqgy 11
By applying this strategy, the following situations can be pointed out:

A. If at a routine control point t™, i>1, relation
Voo (R T, )+ Vi (R ) -V (R %) =V, (R, T, (3.6.8)
holds, we assume t, =T,,, and the minimal speed v, (R,t) has to be introduced up
o T,.

B. If relations
{Vpes(R, T,)+V (R )=V, (R t") <V, (R T,)
V(R t") 2 v, (R t")
hold, the routine inspection moment t", is determined by

i+1
Vopt(R’ ti*:1 _Tpl +TI ) = Vpes(R1 ti>lj1)—i_\/f (R’ ti**)_vpes(R1 ti** )’ (3610)
and system S continues functioning with the planned speed without introducing any
other control actions.

(3.6.9)

C. If at control moment t™ relation (3.6.3) holds, the situation is similar to Case B for
Strategy I, with the difference that the next control moment t”, is determined by
using (3.6.10), instead of (3.6.2).

D. This case is equivalent to Case C for Strategy I.
E. This case is equivalent to Case D for Strategy I.

F. If trajectories V

Vpl( R’t) = TLVpI ( R’Tpl)’

pl
Voo (Rit) = Vo (R, (3.6.11)
Vpes(R’t) Vpes(R’t).t’

o Rit), Vo (Rt)and V  (R,t) are straight lines

it is convenient to illustrate the control actions graphically, as presented on Fig. 3.2.

3.6.4 Graphical illustration

If on Fig. 3.2 we jointly construct diagrams V,,(R,t), V
lines AB=V,,(Rt), CE=V (Rt), AJ=V

(R,t) and V,(R,t) as straight
(R,t), LC|AJ, point C having coordinates

pes

pes

{Tpl ,Vp,(R,Tp,)] then rectangle AGCF is domain of definition of the set of all possible

states of the system in the process of advancing to the target V , within the planning
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horizon {O,Tpl] It can be well-recognized that rectangle AGCF is subdivided by the

straight lines into several areas. As the criterion for classifying those areas, let us
examine: why do the points representing the actual state of the system at the control
moments fall into them? Then, proceeding from the criterion chosen, we can single out
the following three areas:

Vv
G B c
v,
H
L
D J

t
A >

E F

Figure 3.2. Decision-making areas for on-line internal and external control

Region (area) ABCJ. Point Q, representing the current state of the system, can fall
into this region both with a change in the speed of its movement towards the goal within
boundaries v, (R,t)<v,(R,t)<v,,(R,t) and as a result of the influence on the system by

short-term positive and negative disturbances.

Region AJF. Point Q can fall into this region only due to negative disturbances
influencing the system that hamper the normal course of the production process. In such
conditions, the average actual speed v, (R,t) of the system's movement towards the goal

satisfies v, (R,t)<v,.(R,t).
Region AGB. Point Q can fall into this area due to factors favoring the process of the

system's movement towards the goal, determining the average speed of movement to the
goal v, (R,t)>Vv,,(R,t).
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But if we regard as criterions for the regions the control actions necessary to be
introduced in the system's work in order to meet on time the planned volume of the
production program, then the regions indicated must be described as follows:

Region ALCE. By altering the speed of the system's movement within bounds
Vo (RiE)< Vv, (Rt)<v,,(R,t), the goal can be reached from any point of the region.

Local control action on the system at moment t, is in this case no more than an indication
of the need to adopt a new speed v'(R,t,) for carrying out the production program, where

VaR t)-V (R t;)

V(R t) = v, (R t)+ (3.6.12)
Tpl _ti
In other words, condition
V(R t)-V (R t;) < AV (3.6.13)

holds, where value AV~ is determined according to (3.6.11). If we denote the change
in the complex resource of the system as a result of performing external control actions
obtained from the routine control by symbol &;, relation 5; =0 is obviously satisfied in
region ALCE, and there is no need to alter resource R.

3.6.5 External control actions

Region ECF. If point Q, representing the current state of the system, falls into this
region, the system's further advance even at maximum speed v,,(R,t) towards the goal

cannot ensure meeting the target at point C. In other words, inequality

Var(R 1)V (R 1)

Vo R, ) = v (R, t) + S (3.6.14)
pl i
holds. This, in turn, means that
V(R t)-V,(Rt) > AV”, (3.6.15)

and as has already been indicated, the system can achieve goal C in this case only by
introducing a corresponding external control action by way of changing the total
resources of the system by value 5, =#0. Here &, can be determined from the following

production situations:

A. When it is possible to transfer system S to the optimistic speed, value &, can be
obtained from (3.6.11) as follows:

Vopt( R+ )(Tpl _ti) = VpI(R’ Tpl)_vf (R' ti) (3.6.16)
with restriction
R+5; < N™, (3.6.17)
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where N™ is the maximal capacity of complex resource items.

B. When system S continues working with the planned speed, value &, can be
determined from relations (3.6.5) and (3.6.11) in the form
Va(Rt)-V, R 1)
(Tpl—ti)Av
subject to (3.6.17).

R =

(3.6.18)

By symbol Av we mean a certain "specific" increment in the system's speed of
movement, achieved as a result of altering its resources by one unit of complex resource
AN,,.

Region LCG. When the point representing the current state of the system falls into this
region, it means that in this case, the system, moving the further even at minimum speed
Vo (R,t), will reach the goal ahead of time T,,. Here V,,(R,t;) <V, (Rt;), and

R D) > v, (R 1) DO DV R 6619

If now a part of resources of the system can be released for working outside the
system, it will be obviously not prevent the system from reaching its goal by T . The

released resources 55 can be determined as follows:
A. If the system continues working with the planned speed we apply relation (3.6.20)

analogous to (3.6.18), and
Vf (R7 ti )_VpI(R’ ti)

Oy =

R (Tp| 1 )Av r (3.6.20)
subject to

R-8, >N™, (3.6.21)

where N™ is the minimal capacity of complex resource items to operate the system.

B. When the system is transferred to the pessimistic or to the optimistic speed, the
quantity of released resources can be obtained from equations (3.6.22) or (3.6.23),
respectively,

Vpes( R—5¢ )(Tpl _ti) = VpI(R’ Tpl)_vf (R.t,), (3.6.22)
Vo R=8 (Tpy =) = Vo (R T, ) = Vi (R 1), (36.23)
subject to (3.6.21).

Thus, from the different situations considered, connected with the system's movement
to the goal, the corresponding conclusions can be drawn, regarding the need to change the
movement's speed on the basis of internal control, and using possible external control
actions by correcting the value of resources supplying the system.
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3.6.6 Hierarchical external control actions

We now take up a more detailed analysis of external control actions in hierarchical
production systems [4, 67, 103]. Let symbol B/ denote an element with an i-th ordinal
number at the j-th hierarchical level of system S. As has been pointed out above, any
external control, if we disregard cases of known preterm realization of the production
program, is linked to additional resources introduced into B/ which must be obtained

from a certain element B/ at the supreme level (for instance, at the expense of a
centralized reserve of resources of element B/™). An alternative way of finding the

required volume of additional resources in these conditions is to redistribute resources
among co-subordinate elements (let them be m). It must be noted that the procedure for
redistributing resources also presupposes a review of certain plan characteristics, in
particular, values V,, (R, T, ).

When it is necessary to introduce an external control action for element B/, the

control of that element results in determining necessary requirements for resources with
respect to the corresponding element B)™ at the supreme hierarchical level in order to
ensure the required intensity of the movement to the goal for all B!, i=12..,m.
However, before beginning to develop an algorithm for determining an adequate amount
of additional resources, the structure of the resources must be examined somewhat more

attentively; in several cases, the resources have quite specific properties, and in our view
this is still insufficiently taken into account in contemporary control systems.

In order to ensure that element B/ reaches the goal at the given intensity, a definite
set of resources must be available (the complex resource of the system), the system's
speed of movement to the goal acquiring zero value if even one component of the set is
lacking. Each component of the complex resource determines the speed and other
possible qualities of the process of carrying out the production program, the set of such
characteristics, for its fact, being determined by the technology for carrying out jobs by
element B/.

Generally speaking, the production program can be carried out with various resources,
differing from each other in definite qualities of carrying out operations (speed, for
instance).

We will estimate the quality degree of the complex resource’s suitability to the goal
by a certain value x, 0< <1, and denote ¢, 0<¢& <1, for the minimum threshold value

of this degree. Then the requirement of the quality degree of a complex resource will be
expressed by inequality u>¢.

The unit of the complex resource r can be represented in the form of ¥ =(r,,...r,),
where r,, k=12,...,n, is the quantity of the k -th resource of the complex resource unit.
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The quality degree of the k-th component of the complex resource will be denoted by
symbol g, , k=12,..,n.

The threshold requirements of the quality degree for an individual component of the
complex resource will be denoted by &,, k=12,..,n. The requirements of the quality

degrees of the complex resource's components are thus expressed by inequalities
0<g, <y <1.

The need to implement external control actions arises when a production situation
appears in element B/ that presents new requirements of the quality degrees ¢, for

certain components of the complex resource. The corresponding element B)™ is then
faced with the problem of optimizing a subset of values x, > ¢, within the corresponding
components.

For solving this problem, we will take advantage of a convenient characteristic of
difficulty in reaching the goal

d =1-T](1-d,), (3.6.24)

where d, is a partial difficulty for the k-th component of the complex resource,
which can be determined by formula

d = & lom

: 3.6.25
M 1-¢ ( )

Values d and d, are within interval [0,1], difficulty d becoming critical (d =1) if for
at leastone k, k=12,...,n, equality x, =¢, holds.

It is known that improving the quality of any kind of resource is accompanied by an
increase in expenditure for it, the expenditure, generally speaking, increasing non-
linearly. Let fk(,u: —yk) denote the value of expenditure caused by a given increase in

the quality of the k-th component over threshold value &,, g —u, >0. Then the total
expenditures per unit of the complex resource with given g, k=12,..,n, at fixed
requirements &,, u, > ¢, , are expressed by value

Zri‘, f - ). (3.6.26)

If we consider that element B/" has means at its disposal singled out for the
requirements of element B/, and that the volume of those means adds up to A/, in this
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case choosing new values g, , k =12,...,n, requires solving the relatively simple problem
of non-linear programming, namely,

mind , (3.6.27)

with restrictions

kZ:‘fk(,uE—,uk) < Al _

Hie 2 1y

(3.6.28)

Given practically one restriction, even at a large value of n, it is not very difficult to
solve the problem of non-linear programming (3.6.27-3.6.28).

Thus, having chosen qualitative characteristics of the complex resource, element B)™*

must pass on to determining the corresponding quantity characteristics. The problem of
evaluating the optimal set of quantities for each type of resources y,, k=12,...,n, can be

solved as a minimax problem

Max Min 2« | (3.6.29)

Xk k I

the cost restriction taking the form, for example, of

ch;(k <A, (3.6.30)
k=1
where y, is the quantity of the k -th type of resource units,
C, is the cost per unit of the resource, and

Al is the total cost restriction for element B/.

After singling out the corresponding quantities of resources for element B/, the
problem transfers to local control actions, whose principles have been considered above.

An integrated flow-chart for both internal and external control is presented on Fig.
3.3.

We have, thus, considered the case of application of external control actions for
supplementing resources without redistributing them. If there is a need to redistribute the
resources among co-subordinate elements (subsystems) of one and the same hierarchical
level of system S, other optimization problems arise.
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83.7 New quality concepts for multilevel organization systems
3.7.1 Introduction

Man-machine OS are characterized nowadays by increasing both the systems’
complexity and the number of their hierarchical levels as well as by various random
disturbances which affect the systems’ realization. Man-machine OS are usually managed
by decision-makers on different hierarchical levels. Decision-making is usually carried
out on the basis of periodical systems’ inspection in control points and is also
characterized by a variety of optimization problems [68, 78-79] which are solved at
control points in order to determine control actions to speed up the system’s progress and
to increase the system’s reliability value. In the material under consideration we intend to
show some applications of results described above, in 883.1-3.6, on the example of two-
and three-level flexible manufacturing systems.

Element B)™
Element B/

State of the Element falls in New quality
Internal control | elelmen:c (current . zc_me ECF on . Lic:::lrlir;ents of
of the element value o Fig. 3.2 P

V; (R,t)) resource {8;}

A A
v v

Value of avail- Quality charac- Solution of non- Choosing new
able complex | teristic of _| linear program- quality charac-
resource "| complex "| ming problem ”| teristics of
r= (r1 rn) resource {,uk } (3.6.27-3.6.28) complex

A

A 4

Threshold
quality values of
complex

resource { &, }

resource { Uy }

A 4

Choosing new
quantity
characteristics of
complex

resource { Ik }

A

Solving mini-
max problem
(3.6.29-3.6.30)

Figure 3.3. Flow chart for external and internal control of a multi-level system
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3.7.2 Notation

Let us introduce the following terms:

S - flexible OS;

R - vector of resource capacities at the disposal of the system (personnel, various
renewable resources, budget values, etc.);

VP - vector of the planned program (the system’s target);

T - the due date (the planning horizon);

V'(t) - the actual state of the system observed at moment t, 0<t<T" (a random
value);

Q - the system’s objective;

P - the least permissible probability of meeting the system’s target on time
(pregiven).

To simplify the problem, consider a two-level OS with a control device at the upper
level and n elements E;, 1<i<n, at the lower level. Elements E, may represent

production units entering a section, etc. Additional terms have to be introduced as
follows:

Ri - vector of resource capacities assigned to the i-th element;
V. - vector of the planned program assigned to the i-th element;

v (ﬁi) - the j-th speed of element E;, 1< j <m (a random value with density function
f,(v) depending parametrically on vector R;);

m - number of possible speeds;

t, - the k-th inspection (control) point of element E,, k=0,1, ..., N;;

N; - the number of control points of the i-th element;

Sik - the index of the speed chosen by the decision-maker at the control point t,

(the lower level);

ICAY - internal control action to speed up the element E, (by introducing a higher
speed v;);
ICA - internal control action for the two-level system (by reallocating resources R
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or re-distributing target V among elements E,, 1<i<n);

ECA - external control action for the two-level system (by supporting the system with
additional resources AR);

T - the r-th emergency point, r=12,... .

3.7.3 The problem

The optimization problem to be solved at each emergency point T, when it is

anticipated that a certain element cannot meet its local target on time, may be formulated
as follows:

opt O,
G F.:k } Q (3.7.1)
subject to
>R, = R, (3.7.2)
AR (3.7.3)
i=1
PriV(T?) > VPicAl > p, (3.7.4)
Pr | ,f > VlIcAV | > 1-¢, 1<is<n, (3.7.5)

where ¢ is close to zero. Restriction (3.7.4) means, that the system is able to meet its
target on time by using only its internal reserves R;, namely, by supporting the slower
elements on the account of the faster ones. Restriction (3.7.5) means, that each i-th
element is able to accomplish its local program V, on time by using the element’s
reserves, e.g. introducing higher speed v, s, = j, at control points t, .

3.7.4 Quality estimates

We suggest the following quality estimates [100]:

A. Case of one-level OS
1. The system’s stability value q* satisfies

0 = pr{w(T ) > v} (3.7.6)

and defines the system’s ability of meeting the due date on time without any
internal control actions, i.e., by choosing at moment t =0 speed v; which will be

used within the planning horizon without inspection points.
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B.

2. The system’s internal ability value g™ satisfies
q" = Pr{\7f(T ") > \7P'||CA} > p’, (3.7.7)
and defines the system’s ability of meeting the due date on time by introducing
only internal control actions, i.e., by changing periodically, at control points t,,

the speed v,, j=s,, in order to speed up the system. If g™ <p" holds, external
control actions have to be introduced.

ek

3. The system's external ability value g™ satisfies

q™ = Pr {v’f(—l- pl) > V'pl‘Aﬁ’ ICA} > p’, (3.7.8)

which means that to meet the deadline on time both external and internal control
actions have to be applied. Note that the need of ECA results in a low system’s
quality. Thus, value g™ cannot be regarded as a high quality estimate.

Case of a two-level system
Stability value q” is defined by (3.7.6) taking into account that at moment t =0, both

vectors V" and R will be redistributed among the elements. For all of them at
moment t=0 speeds v; will be determined which will not undergo any changes

within the planning horizon [O,Tpl} :

The system’s internal ability value g™ satisfies (3.7.7). Note, that for a two-level
system S ICA results not only in changing the elements’ speeds at the lower level, but
mainly in re-allocating periodically the remaining R and V" at emergency points T,
among the system elements E,, 1<i<n. In case q™ < p" the external ability value

otk

q™ is determined by (3.7.8), where AR is the minimal additional reserve which
enables g™ > p”.

3.7.5 Athree-level OS

Consider a three-level production system: factory (company) — section — production

unit. At the upper level the optimal problem is solved at each emergency point T, and
results in minimizing value C - the cost of hiring and maintaining the vector of resource
capacities R. Additional terms have to be introduced:

- the g-th section subordinated to the company, 1< g <e;

- number of sections;

- the i-th element - production unit at the lower level - subordinated to the g -
th section, 1<i<n;
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Ng - number of production units subordinated to the g -th section;

F?g ,V, - resource and program vectors assigned to S ;
R, V, - resourceand program vectors assigned to E, ;
tyig - the k-th control point for the element E,,;

Sq =1 - the speed introduced for E, at t=t,,;

Viig - the j-th speed of element E, ;

ICA, - internal control action for system S ;
ICA, - internal control action for section S, ;
ICA, - internal control action for element E, .

The problem is as follows:

Min C

R, Ry Vg - Rig Vig tig vskig} (3.7.9)
subject to

Pr {\7f(T P > \7|ICAS} > p’, (3.7.10)
%Rg =R (3.7.11)
%\79 =vP, (3.7.12)
ng R _
2.Re =Ry (3.7.13)
ng _ _

_1Vig =V (3.7.14)
tk+1,ig - tklg 2 Alg y (3.7.15)

where 4, is the minimal time span introduced in order to force convergence.

The general problem (3.7.9-3.7.15) can be subdivided into hierarchical models as
follows:
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Regulation Model at the Upper Level at emergency points T,:

Min C
s (3.7.16)

>

{

pel

subject to (3.7.10-3.7.12) and
{Max}[ win[Prvy () > V; ica, }ﬂ > p’ (3.1.17)

Regulation Model at the Section Level:

vax | Min[pr V(7 #) = Vi |ica, | (3.7.18)

{Rig Vig
subject to (3.7.13-3.7.14).

On-Line Control Model at the Production Unit Level

{t'\k/ilg,?ki:( N (3.7.19)
and

Max privg ) = V| (3.7.20)

kig 12kig

subject to (3.7.15).

Note that ICAS=U{ICAg}, while ICA, :U{ICAig}. Here ICA, is determined by
9 i

(3.7.3-3.7.5) subject to (3.7.11-3.7.12), while control actions ICA, are determined by
various heuristic rules. Those actions result in determining control points t,;, and speeds

J=Skig -
For a three-level system value g~ is defined by (3.7.7).

Thus, we suggest using values g and g™ as the main quality estimates for OS. It can
be well-recognized that relation g™ >q" always holds. As to value g™, it depends on
AR and, thus, cannot serve as a quality estimate.
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‘l Chapter 4. Models for Determining Inspection Moments in
Multilevel Organization Systems

84.1 Introduction

Controlling production process is an activity aimed at fulfillment of the production
program (plans, filling orders) for the entire list of products. In order to carry out this
task, the management must make a timely evaluation of fulfilling the program, watch the
tendency of production to deviate from the planning rate and direct the resources at its
disposal towards eliminating those deviations.

In many fields of production, e.g., petrochemistry, sugar refining, etc., accounting the
amount of intermediate and finished products is automated, and the personnel can at any
time know the figures characterizing the course of production. However, in fields like
automobiles, metallurgy, construction, high technologies, and certain others, it is quite
difficult to evaluate how the production program is proceeding.

Every operation for showing the actual fulfililment of a program and controlling
delivery time for each type of products calls for taking stock of the finished product both
dispatched and in storage, keeping count of all process stock, and the state of the means
of production. This is an expensive operation, often calling for suspension of the
production process. It is therefore desirable that this be done as rarely as possible, but
without missing the moment when the tendency to deviate develops into jeopardizing the
output of finished products.

Let us examine the process of controlling the work of production system S of a
single-goal type, the volume of the production program being expressed in the form of a
general equivalent - in output units (items) or in cost. For production programs turning
out several important types of output products, inspections for each type simultaneously
have to be undertaken.

In the previous chapter we have pointed out that the functional dependence of the
course of carrying out production program Vp,(R,t) on time t is the planning trajectory

satisfying V,, (R, T,,)=V,,.

Within the planning horizon, when advancing towards the goal, it is then necessary to
compare the true (actual) values V. (R,t,) - random values - with those calculated for the

planned trajectory V,(R,t;) at definite moments t,. The latter have to be determined

beforehand. The corresponding control actions thereby ensure that the system will reach
its goal at the pregiven due date T,.

The planned trajectory T, (R,t) corresponds, as has been outlined in Chapter 3, to a
certain temporary estimation of the duration of that moment T, . Besides, in the process
of inspecting the work of the system, it is essential to use concepts introduced before,
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such as V,,(R,t), V,(R,t), and V, (R,t). Note that actually speaking, all those trajectories

are realized under random disturbances and are determined on the basis of average
values.

84.2 Determining inspection moments

Let us consider the method for determining inspection points [67, 71] by using the
basic system’s characteristics V,, T, T,, T,. We will call the corresponding procedure,
which is illustrated on Fig. 4.1, Strategy 1. First, we shift trajectory Vv, (R,t) parallel to
itself in such a way that the end of the trajectory V,(R,t) coincides with point (\/p,;Tp,).
Henceforth, this shifted trajectory will be denoted the symbol Vv, (R,t-T,, +T,)=V"(R,t).
At the intersection of the abscissa axis and line V*(R,t), we obtain point t,. It is easy to
see that even if the system has not functioned at all by moment t, and has not advanced
towards its goal (in other words, V, (R,t,)=0), there obviously still exists the probability,
differing from zero, that beginning with that moment of time t, and employing the

extreme possibilities of the system’s functional part, we can still reach the goal by
moment T,,. Thus, moment t, can be considered as the extreme permissible time for the

first inspection of the system. Physically, this consists in the following:

- If the first inspection is made later than time t, and reveals the presence of an
unfavorable situation in the system, since the highest speed of the system’s advancement
towards the goal is determined by trajectory Vopt(R,t), the due date T, can under no

circumstances be assured.

It can be well-recognized that the expression for estimating the time t, of the first
inspection of the system will appear as follows:

L=T,-T. (4.2.1)

Thus, in order to assure that the system achieves goal T, by the deadline, the first
inspection must be made at a moment of time within the span of 0=t, <t<t,. Upon

reaching the set time t, and having made the inspection, the system receives information

as to the dynamics of the course of fulfilling the production program by comparing values
V,(Rt)and V,(Rt,).

Based on the information obtained, if it shows a deviation between the plan and the
actual course of the production process, local or parametrical control actions which have
been introduced in the previous chapter, must be initiated to eliminate the deviation.
Further, drawing a line through point (t,,V,(R.t,)) parallel to the abscissa till its

intersection with the shifted curve V*(R,t), we obtain a point with abscissa t,,

determining, according to the reasons submitted, the limit value of the moment for the
second inspection of the system.
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V= Vf (Ra t) V= VOpt (Rs t- Tp]. + TI)
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Figure 4.1. Obtaining inspection moments by Strategy |

The next inspection moments are determined analogously. If for value V,(R,t,),
t. >t,, relation

Vi (Rt)>V, (R —T, +T,) (4.2.2)
holds, the next (i +1)-th inspection moment t,,, is determined by solving equation
Vf (R’ti ) :Vopt(R’ti+l _Tpl +TI ) (423)

The method described may have several modifications. In particular, the moment of
the first inspection of the system can be determined on the basis of Strategy Il (see Fig.
4.2) and employing relation

— Yopt

Voe(RY) =V (Rt T, +T,) (4.2.4)

In a general case, we can allow the not quite obvious assumption that the speed of the
system’s advancement to the goal can under no circumstances be less than the pessimistic
one. In the same way, following inspection moments t,, i >1, are devised, as shown on

Fig. 4.2, by using relation
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Vpes(R'ti+l)+Vf (R’ti )_Vpes(R'ti ) =Vopt(R7ti+l _Tpl +TI ) (425)

Among the methods described above for determining inspection moments, there are,
thus, two methodological approaches. By the first, under the worst of circumstances, the
system will not increase the volume of the production program already achieved; i.e., it

advances to its goal at speed (:j_\t/ =0. However, when adopting the second approach, the

system in a similar situation does continue advancing to its goal, by maintaining the
pessimistic trajectory VpeS(R,t) at that; the system functions at the minimal rate.

I\

V= Vopt (R, t-Tp +Tp)

A D G G WL W D W W S I W e S e

T

Figure 4.2. Obtaining inspection moments by Strategy Il

Between those two extreme approaches there may be intermediate assumptions,
namely, the following method can be suggested for determining moments t,, i=12,....

We will denote terms t and t”, i=12,.., respectively, for moments to inspect the

system, obtained by applying relations (4.2.2-4.2.3) or (4.2.4-4.2.5), respectively. Note
that usually inequality t™ >t holds, and the number of inspection moments by using the

first of the methods exceeds the number when applying relations (4.2.4-4.2.5), as will be
shown below.

Under these conditions, the values of the inspection moments would be estimated by
applying relation
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t,=at +(1-alt”, (4.2.6)
where « is either the value of a random variable equidistributed in interval [0,1], or
established by experts as the specific weight of one of the strategies.

Along with that, a fundamentally different approach can be taken, based on the fact
that at each routine inspection, Strategy | is chosen with probability «, or Strategy Il
with probability (1-«). Note that, in principle, we can employ elements of adaptation

and self-instruction in the process of performing such a method, with « being calculated
as a function of the ordinal number of inspection i, a =¢«;, where 0 < ¢; <1.

The strategy for determining inspection moments for the system is no more, no less
than a result of applying the principle of randomization to the procedure of supervising
the course of production, like randomizing preference rules in the scheduling theory [68].
A sort of simulation of the heuristic action of an experienced dispatcher checking the
work of the system is effected, with the right of interference in the course of the
production process.

To our opinion, it is also promising to synthesize methods of forecasting and
modeling at varying intensities which consists in the following:

- The evaluation of the routine inspection moment can be determined as follows:

4
t., = Z/Bk 'ti+1,k ) (4-2-7)
k=1

where t_,, isthe root of equation (4.2.3);
t.., Isthe root of equation (4.2.5);
t.., IS the root of equation
Vor(Rotias —To +T, )= FR t5), (4.2.8)
where F(R,t) stands for the extrapolation polynomial constructed on the basis of
dynamic series F(R,t,)...,F(R,t,) in points t,,....t,; and
t.., I the root of equation

1
opt(R’ti+1,4 -To+T, ):Vf (R'ti )+(ti+l,4 -1 )'T_Vp|(R’Tp|)- (4.2.9)

pl

V

Equation (4.2.9) is used on the assumption that during period {ti ,Tpl] system S will
function at planned intensity.

As for weight coefficients g, k =1,...,4, they are defined either experimentally or by
normalization of values y, of a random variable, uniformly distributed in the interval
[01].

The main deficiency of the methods described above is that they do not use statistical
information accumulated in the process of modeling the system’s work.
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We have already underscored that the actual trajectory of the system’s movement to
the goal V,(R,t) is random in nature. Depending on the actual form and shape of the

trajectory, one and the same volume V , of the production program can therefore be
produced during some interval of actual time {to ,Tf] It can be well-recognized that
three different cases may be distinguished here:

1. Case T, <T, arises when:

1) the system is uncontrollable; obviously, for such a system there is no sense in the
inspection procedure, and the corresponding degenerate situation will no longer
concern us; or

if) when even if the system is controlled, condition T, <T is not assured. In this
case, at some step of the inspection process we will surely land on the shifted
trajectory V*(R,t). Since the probability of the system’s strict movement along
trajectory V*(R,t) for any length is small, the task of the control unit in this
situation boils down to ensuring the least delay in fully completing the volume of
jobs (production program) planned by deadline T .

2. When complying with inequality T, <T, <T,, a final number of steps is obviously
required for inspecting the system, to verify its advance towards the goal.

3. Lastly, when T, =T, the sequence of all inspection points has a convergence limit
T, and the approach process takes place, strictly speaking, in an infinite number of
steps. However, since practice ordinarily requires accomplishing value V, by the

+ AT _,, the task in this case boils down to

deadline T, at only a preset accuracy T, +

pl»

ol ol +ATP|] which will be reached, unlike convergence

falling into region [Tpl —AT

to T,,, in a finite number of steps of inspecting the system.

pl

However, we must bear in mind the circumstance to be demonstrated later, that when
performing local control actions at inspection moments t., the system’s speed towards its

goal can be subject to alternations. Then the situation can be illustrated by Fig. 4.3 for
quite a widespread case, when trajectories V,,(R,t) and V . (R.t) are given as straight

lines.
Assume that trajectories V_(R,t) and V. (R,t) are as follows:

{Vopt(R,t):tgwt

V ]
— pl
tgv = T

(4.2.10)
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Vpes(R’t):tg¢'t
tggo:Vp'T ' (4.2.11)
1l
Denote as the average speed:
vV (RT,)-V, (Rt
oR.To) Vi (R (4.2.12)

9o, = '
Tpl _ti

at which it is necessary to move, beginning at moment t, in order to complete the
production program by moment T, .

|V

ViR, pmmmmmmm e m e fmm e

{-
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Figure 4.3. A modified algorithm to determine inspection moments

Employing relations (4.2.2-4.2.3, 4.2.10, 4.2.12), we obtain for the case of a straight
line relation

x A0,
ta=T, _(Tpl -t )t%_v (4.2.13)

By applying recurrent relation (4.2.13) (i—1) times, we can obtain the following
relation for the limit inspection moment
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ll_[tgak
=T, - (TpI _tl*) k=1 (4.2.14)

t (tgv)

i+1

It can be well-recognized that implementation of (4.2.14) depends substantially on the

*

earliest time for reaching the goal T, =T, —t;/, and on the corresponding maximum

V
average speed of advancement towards the goal tgv =v,, = T—p' :

|
84.3 Determining the limit inspection moments

Let us determine the limit inspection moments using relation (4.2.11). Examination of
triangle CAD on Fig. 4.3 reveals that:

AV( |+l) ( |:l |+1) th, (431)
while examination of triangle O AD leads to
AV(tr )=t — 1 ) tge. (4.32)

By equating the right parts of these relations and making simple transformations, we
obtain

- S0 -t
t = tgg<” (4.3.3)
9
where t7, is the limit value of the (i+1)-th inspection moment for the case of zero

value of the lower boundary of speed of carrying out the production program (Strategy 1);
t; stands for the moment of the i-th inspection obtained under the same assumptions as

t*.. Symbol t, signifies the limit value of the (i +1)-th inspection moment for the case
of the lower boundary v
I1), and values tgv and tge are determined by using relations (4.2.10-4.2.11).

i+1

of the system’s speed in moving towards the goal (Strategy

Transforming (4.3.3) with consideration of equality , we obtain the following estimate
for the limit moment of inspecting the system:

£ _gv-tg9¢; T +'[goq—tg(p
h tgv —-tgep P! tgv—-tge

g (4.3.4)
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84.4 Determining the number of inspection moments

Consider the number of inspections of system S to be obtained for the case of

i \ . i
relations (4.2.10) and VDI(R,t):T—p'-t with pregiven values T, and V,(RT,)=V,,.
pl
Assume that the actual course of the system’s movement towards the goal coincides with
the planned one, and in the process of optimizing the query frequency we apply Strategy
I. It can be well-recognized [71] that under these conditions, the relation for determining
the (i +1)-th limit inspection moment would become as follows:

t, =t +Vf\(/R't‘*)-(TpI —t7), (4.4.1)
pl

where V, (R,ti* )=Vp,(R,ti*) represents the actual state of system S at moment of time
t", t; being the first limit inspection point. Taking into account the obvious relation

viRE) 1 (442)
\ To
we can transform (4.4.1) into
t*
t, =t/ +(1— L ]-t;‘. (4.4.3)
T,

With the last expression, we can easily obtain the relation for the value of the (i +1)-th
inspection moment:

* * t* * *
[ 1-= '(ti _ti—l)' (4-4-4)
TpI
The latter relation, obviously, may be also written as
t, -t =[1- -t (4.4.5)
Tpl

Further, in view of equality

(ti*+1 - ti* ) = Tpl

o0
i—0

transform (4.4.5) into
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t i .
T1 } 1. (4.4.6)

pl

i=0

Since t; <T,, it is simple to see that the right part of (4.4.6) is a convergent series.
Now representing the regarded equality as

i=0 pl i=n+ pl

Ta=t -i{l—f } +t - i{l—f } : (4.4.7)

we can see that value

Q, =t i{l—f } (4.4.8)

i=n+ pl

represents the remainder of the convergent series examined. Note that the accuracy
error in fulfilling production program AT, is the parameter restricting the value of

remainder Q,, and Q, <AT . Meanwhile, the method for choosing value AT, stemming
from certain general conditions of the system’s functioning, will be examined below.

Given a certain upper boundary Q, equal to AT, we can calculate the corresponding

number of inspections n. Rewrite (4.4.7) as

pl?

To=t +Y -Z{l— 4 } +AT,, (4.4.9)

i=0 pl

and note that the member under the sign of the sum in the right part of the equality
represents in fact the sum of a decreasing geometric progression. The latter can therefore
be rewritten as

i n+l
t; -y [1- b =T, {1— b }{1— b } :
i=0 Tpl Tpl Tpl

Substituting the last expression into (4.4.9) and implementing simple transformations,
we obtain relation

n+1
AT *
I PO I (4.4.10)
T, T,

from which we easily derive
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b

pl

n= LI (4.4.11)
In{ }

Taking into account the fact that T,, —t; =T, is the earliest moment for the system to

reach the goal, the final expression for determining the number n of inspections required
for checking advance of the system with parameters T, T, and AT, towards its goal,

boils down to

pl?

(4.4.12)
In—-
pl

To develop the above estimate, we assumed values T,, T,, T,, and AT, being

invariable and deterministic. However, when actual systems function, these values may
be affected by a large number of random influences. They can be corrected and usually
undergo alternation at inspection moments. Moreover, due to the implementation of
parametric control actions, values T,, T,, T,,, and AT, and in some cases V,, too, can

change, which, in turn, results in correcting the corresponding inspection moment t; for
system S.

84.5 Controlling multilevel organization systems by means of periodical
inspections

4.5.1 Notation

Let us present the following terms [93]:

S - hierarchical organization system;
T, - final due date (planning horizon);
n - the number of control points within the planning horizon for controlling a certain

element entering hierarchical system S;
V, - production plan (target amount) of the element;

vc(t) - the average speed to reach the element’s target V,, on time, 1<c<d; all speeds

are sorted in ascending order;
d - the number of possible speeds;
v, (t) - the planned speed function which on the average assures that the target V,, will

be reached by the due date T,;;

T, - the minimal average completion time of the goal, V_,, if only the highest speed,

pl?

98



Vop(t), is actually used throughout;
v;(t) - the lower boundary value for speed v, (t), 1<b<c;

T: - the average completion time of the goal if only speed v, (t) with its minimal
boundary rate, i.e., speed v;,(t), Is actually used throughout the planning
horizon;

AT, - predetermined value of the closeness to the due date (to force convergence).

pl

4.5.2 The strateqies

Two different strategies - Strategy | and Strategy II, which have been introduced in
the above 84.2, are used in the model.

According to Strategy I, v;(t)=0 for all speeds v, (t), i.e., the lower boundary rate
equals zero for all speeds. Strategy Il is based on the alternative assumption that even in

the case of most unfavorable circumstances value v;(t)>0 for any te{O,Tle. The
following assumptions are also implemented in the model:

A. All speeds v,(t) are independent of time.

B. The time of inspecting the element is negligibly small.

The problem is to determine the number of inspection points within the planning
horizon on condition that the process is on target, i.e., the system’s element advances
with the planned speed. As outlined above and in [93], value n satisfies

- for the case of implementing Strategy I:

In(aT, /7).
n= W, (45.1)
- for the case of implementing Strategy II:
|n{ T, '(T;l _Tpl) }
ATp| '(T;; _TI)
n= (4.5.2)

|n{rpl '(T;I -T, )}
It can be well-recognized that implementing Strategy Il results in decreasing the

number of inspection points n, i.e., value n calculated by (4.5.2) would always prove to
be less than that of (4.5.1).
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4.5.3 Case of hierarchical organization systems

As an example of an organization system consider a large-size network project with a
source node A and a sink node B, correspondingly. The project itself may be an element
entering a large hierarchical project management (PM) system. Denote henceforth the
system’s top element as an element of zero ranking; decreasing the element’s ranking
results in increasing its rank number, i.e., an element of k -th rank subordinates to an
element of (k —1)-th rank.

Assume that each activity entering the network project obtains the rank with number
k while the enlarged network system regarded as an enlarged activity (A, B) obtains the
rank with number (k—1). From the other side, each elementary activity entering the
project can be regarded as a subsystem of the k -th ranking belonging to the large PM
organization system. The meaning of the term “subsystem” is as follows: there exists a
subordinated controlled subsystem which is governed by a certain algorithm. The latter
optimizes the objective of the subsystem which, in turn, is an element of the large
system’s objective.

Assume that the network project’s critical path comprises m activities. Choose from
those activities the one with the minimal number of inspection points (i.e., with the
minimal number of preventive inspections) determined by (4.5.1) or (4.5.2). Without
losing generality let us assume relation (4.5.1). Let the chosen activity be of number i.
Thus, relation

(r)
|n ATipl
. T
n, =]rg<r!|gr[!1 n, =]rg<nr|gy;1nT (4.5.3)
In =0

pl
holds, with evident relations

AT <10 <T. (4.5.4)
If each r-th activity, 1<r <m, belonging to the critical path, is inspected n, times,

then the minimal number of inspections for the critical path is as follows

m-n, =m-minn,_, (4.5.5)

1<r<m

where n, denotes the minimal number of control points necessary to inspect the
critical path with the assumed level of detalization ATP(P to be predetermined for the
element of rank k.
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Consider the network project as one activity (A, B) with certain parameters T,;, T, and
AT,,. Let those parameters depend on parameters of the i-th activity as follows
Tpl = jl T;:)
T =1 'TI(I) ' (4.5.6)

AT, = j,-ATY)
where j,, j,, j, are arbitrary positive values larger than 1. Assume that relation
bz 2], (4.5.7)

holds. Introduce a reasonable (from the point of a hierarchical structure) assumption
as follows: diminishing the number of the rank results in reducing the number of
inspection points. Assume that

n"<n;, (4.5.8)

where n* represents the number of inspections required to control the enlarged
activity (A,B), taking into account its ranking with number (k —1) and using relation

(4.5.6). To satisfy (4.5.8), together with evident relations
jl 'Té:) 2 jz 'Tl(i) 2 js 'AT(i) (4'5'9)

pl !

one has to implement certain constraints for values j,, j, and j,.

Implement evident transformations

j, - AT ' AT - ATY -
Injgi(';I In32 4 1n (ip)' Inds In (:’)' InJs
n* = LT, T, < 1P + L P Lminn. <
B TO j TO = 7O j, asrsm T
In 32 0 I +1In n-% In G I
. ) 'Tpl h . Tpl ) Tpl b (4510)
In h In?
<2 mminn :#+(m—l)- minn_+minn, .
JZ 1<r<m 2 1<r<m 1<r<m
In=% In==
I N

From (4.5.10) it can be well-recognized that, in order to satisfy n" <minn,_, it is

1<r<m

sufficient to satisfy
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InL
#jt(m—l)-min n <0. (4.5.11)

In L 1<r<m
N
The latter inequality may be rewritten as follows:
In&z(m—l}min n, InJL. (4.5.12)

JZ 1<r<m Jz

Taking into account

In ip(:)
Tl(i)
minn, =———-= (4.5.13)

and carrying our evident transformations, we obtain the first sufficient condition as
follows:

i (ATN™
Js LN (4.5.14)
i T

From the other side, taking into account the previously imposed constraint T, > AT,
(i)

|
TN

) we obtain 12 >

e, j, TV>j,-AT

Thus, we obtain

ATON™ (i)
o s&gT'—(_). (4.5.15)
TII JZ ATp:

Using (4.5.11) and undertaking similar transformations, we obtain another sufficient
condition

1
(i) . (i) Ym-1
Tk T_p(') g (4.5.16)
Tp: Jl TII

It can be demonstrated [93] that the developed sufficient conditions are at the same
time the necessary ones. Thus, we finally obtain that in order to satisfy n® <minn_, the

1<r<m
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following both sufficient and necessary conditions regarding values j,, j, and js,
1<r <m, have to be honored:

(4.5.17)

Note that values j,, j, and j, are essential parameters for the element with ranking
(k —1) entering the large PM system.

Those relations are essential for the hierarchical control system and can be used for
undertaking synthesis of optimization in multilevel organization systems.

84.6 On-line models for determining control points for the case of random
disturbances

4.6.1 Introduction

We have outlined above, in 884.1-4.4, some analytical estimates for on-line
inspection points within the planning horizon when controlling production systems with
due date T, and target amount V . Three production speeds (rates) are considered - the

optimistic speed, the planned speed and the pessimistic speed. When using an optimistic
speed the target can be reached at moment T, while applying the pessimistic speed
increases the time duration up to T,, T, >T,. Two basic strategies are introduced for
determining inspection moments:

Strategy I is based on the concept that in the worst case, due to certain breakdowns in
the system, within certain subintervals the system’s output does not increase.

Strategy Il is used for cases when an assumption can be drawn as follows: the system
always increases its output with the minimal rate equal to the pessimistic speed.

As has been pointed out before, organization systems’ parameters are affected by
various kinds of random influences, circumstances, and interferences, whose appearance
causes a need to provide probability intervals for changing possible values, both of
parameters T, and T, - intervals [T, ,T, ] and [T, ,T, ], respectively. Here two
fundamentally different cases arise:

1. The lengths of conditional intervals [T,',TI "] and [T,,',TII "] are close to the time unit
for undertaking on-line control. In this case, we will assume that the estimate is given
precisely, i.e., optimistic and pessimistic trajectories V,(R,t) and V. (R;t) are
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deterministic functions. In such a situation, all the deliberations outlined in 84.2
remain in force.

2. The lengths of intervals [T,',TI "] and [T,,',TII "] are substantial as compared with that
of the time unit interval. In this case, it is obviously necessary to know the
distribution functions of random variables T, and T, in the given interval. At the

same time, we can help nothing that the requirement to know the distribution
functions of various parameters characterizing the process of carrying out the
production program is a too rigid condition, taking into account the high degree of
uncertainty. It is therefore natural to postulate the most general distribution, one, for
instance, like the beta distribution which has been successfully applied for developing
the probability model of activity durations determined by two estimates (see Chapter
2).

We suggest a beta distribution of random values T, or T, with preset boundary values

given in the form of intervals [T,',TI "] or [T,,’,TII "] with the density distribution

p(0)= 2y (1)t @6.1)

where a, is the lower boundary estimate of duration T, (or T,) for carrying out the
production program;

b, is the upper boundary estimate of the duration.

Distribution (4.6.1) corresponds to mathematical expectation

E(t)= 2b+3a (4.6.2)
and variance
V(t)=0.04-(b, —a, ). (4.6.3)

Such a distribution law reflects the work of an actual system to a large degree []. After
each inspection, all the time estimates are corrected on the basis of the information
obtained. Postulating distribution of T, or T, by (4.6.1) we face the need to consider

random changes of values tg¢ and tge (see 84.2) and, correspondingly, V. (R.t) and
Vpes( R.t), step by step in the course of carrying out an on-line control.

pt

4.6.2 Models for limit inspection moments

In this case, the limit values of inspection moments t", in 84.2, i >1, within the frame

i+1

of applying Strategy | will be determined by the intersection point of a straight line
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passing through a point with coordinates t; and Vf(R,ti*), and parallel to the abscissa
axis, with a corrected trajectory V,, (R,t)=V;"(R,t), whose form is determined at the i-th
step of the inspection (see Figs. 4.1-4.2 in 884.1-4.4).

Thus, several relations outlined in 84.2 require transformation, namely:

o relation (4.2.14) in 84.2 for this case takes the form

* 0,
ti+1 :Tp| _(Tp| _ti )@1 (464)
where tgg is a certain average optimistic speed of system S's movement to the goal,

determined as a result of correcting the limit possibilities of the system after the i-th
inspection moment.

e appropriate changes will also take place in (4.2.15), which in this case may be re-
written as

=Ty _(Tpl -t )Htgzk . (4.6.5)
= k

When applying Strategy Il, the time estimates are also subject to random influences
and have to be corrected at the inspection moments. The expression for the limit
Inspection moment in this case will be (see Fig. 4.3 in 84.2) as follows:

ok tg lgi _tg ai tg ai _tg ¢i ok
o= T,+ t, 0.
i 198 —tgy, " 198 —tgy, I (466

where tge, is an average pessimistic speed characterizing the revised minimal
possibilities of the system.

Let us denote

199 -9, . 9o, —ge,
DU 9% A Yo —Ho

=A: =B, 6.
193 —t9¢, 193 -9, I (46.7)

and present (4.6.6) as follows:
t, =AT, +Bt". (4.6.8)
Note the obvious equality A +B; =1.

Applying (4.6.4) and (4.6.6), we obtain the expression for the value of the inspection
step for both cases
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* * * t ai
t, -t =(T, -t )( _thj’ (4.6.9)

H% *x Hok tg lgi _tgal
ti+l —t- = (Tpl —t- )W

(4.6.10)
Comparing (4.6.9) and (4.6.10), and equating t’ to t™, we can show the validity of

inequality

t -t >t -t (4.6.11)
uniformly for all i's. Indeed, from inequality

94 —tg¢, >tg.9i —tgo,

g8 —tge, 194 (4.6.12)
follows relation
9o,
i 1__Iv .0.
A > g9 (4.6.13)

which obviously proves our assertion.

4.6.3 Comparison of strategies for determining inspection points

The outlined above assertion stipulates that it is preferable to determine the inspection
step according to Strategy Il, rather than Strategy I, since a change of the strategy
practically does not change the probability of the system's reaching the goal Vv, by

moment T, . At the same time, as can easily be seen by (4.6.11), using Strategy Il

reduces the inspection frequency. This, in turn, results in reducing control expenses
without decreasing the efficiency of the control itself [106].

Since values T, and T, fluctuate randomly, it is necessary to introduce appropriate
correctives in the formula for determining the limit inspection moment.

There is the obvious danger that when determining a new optimistic speed, trajectory
V,'(R,t) will pass to the left of point V, (R,t{‘). This testifies to a disruption of the plan

time limit for performing the entire production program.

Indeed, by shifting trajectory V*(R,t) in parallel to itself by a certain value At so that
it comes somewhat to the right of point V, (R,ti*), we find that the term for completing the

production program of system S shifts by AT,, in spite of the fact that the system's limit

possibilities are employed. In order to forestall this, the inspection point must be shifted
to the left.
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Taking into account that parameter T, is characterized by a density distribution
function (4.6.1) with a finite variance, we can apply the Chebyshev inequality
V(1)

(4m, )

P{|T| —E(T,XSAT,}Z (4.6.14)

Consequently, the value of the shift of limit inspection moment t", at the (i+1)-th
step is determined by formula

. v(T,)
AT, _\/P{|T, APt (4.6.15)

Here, P, =P{|T, —~E(T,) < 4T,} is the probability that the optimistic time estimate
taken at a certain (i +1)-th step will not differ from the mathematical expectation of the
optimistic time estimate expressed by (4.6.1) by more than AT,. Obviously, we must
preset the value of probability p, in order to determine the value of AT, .

In the same way, we take into account the correction with regard to a random
fluctuation of the pessimistic estimate; in relation (4.6.15) we need only to substitute T,

for T, .

Consequently, a summary correction for determining the limit inspection moment t"
will equal

AT = AT, + AT, (4.6.16)
Then relation (4.6.8) will take the form
th=AT, +Bt" —AT. (4.6.17)

We should know that a restriction is imposed on value AT, determined by the
restrictions for the control system. One substantial restriction is the reliability of the
control, characterized by the given probability p,, that the target amount vV, will be done

by moment T, . This, in fact, corresponds to setting permissible boundaries for AT, to
deviate from T ,. In other words, in view of equality (4.6.16), the following restriction
holds:

AT, + AT, < AT, (4.6.18)

If at a given 4T, and proceeding from the considerations examined, we should
choose p, and correspondingly determine AT,, we can choose the optimal value of AT,
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by (4.6.18). The limit value can be determined in this case with the help of equality
AT, = AT, —AT,.

Having thus determined the value of AT, , and knowing the value of V(T, ), we can
determine probability

P, = I3{|T|| - E(Tu l = ATII }Z

(4.6.19)

from the Chebyshev inequality.

Knowing probability p,, we can obtain the corresponding quantile W, . It

determines a certain average speed that can be considered as the lower limit value of
speed in order to obtain the subsequent inspection moments on the basis of the previous
ones.
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‘l Chapter 5. Trade-off in Organization Systems to Determine
Quality Estimates

85.1 Introduction

In recent years the concept of system approach to large-scale organization systems
(OS) has been developed and outlined in several publications (see, e.g., [4, 9, 26, 28, 38,
45, 109, 140]). In the system approach, an OS is viewed as an operation system, i.e., a
collection of people, resources, and information that is intended to perform a specific
function, or reach a predetermined objective [140]. Within the last three decades various
analytical and simulation tools have been suggested to be used in the design, planning,
organizing, and controlling those systems. Many of them, e.g., project planning and
management systems, function under random disturbances.

Most developed techniques enable judging the system by three important criteria:
cost, timeliness and quality. The latter criterion is usually applied for products and
services, which have to be of a certain quality level and yet not overpriced. There is, thus,
always a trade-off between quality and cost. An overwhelming number of publications
deal with quality control which involves control of design products and services, control
of incoming materials, control of work in process, and the final inspection and testing of
completed products and services. It can be well-recognized that to implement guality
concepts one needs to use utility concepts. Thus, in recent years, the utility theory has
been developed.

Every operation for showing the actual fulfillment of a program and controlling
delivery time for each type of products calls for taking stock of the finished product both
dispatched and in storage, keeping count of all process stock, and the state of the means
of production. This is an expensive operation, often calling for suspension of the
production process. It is therefore desirable that this be done as rarely as possible, but
without missing the moment when the tendency to deviate develops into jeopardizing the
output of finished products.

Note that the use and importance of utility theory in various branches of operation
management, e.g., in project management [168], has been outlined in recent years in
various publications [38, 125-127, 161]. The developed utility theory techniques can be
classified as follows:

¢ single-goal utility techniques;
e multi-criteria utility models and methods.

5.1.1 Single-goal utility models

The techniques outlined below refer mostly to decision-making in order to choose
between a host of activities. These are referred to as actions (or strategies), and each
results usually in a pay-off or outcome. Should decision-makers know the pay-off
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associated with each action, they would be able to choose the action with the largest pay-
off. Most situations, however, are characterized by incomplete information, so for a given
action, it is necessary to enumerate all probable outcomes together with their
consequences and probabilities. The degree of information and understanding that the
decision maker has about a particular situation, determines mostly how the underlying
problem can be approached and resolved.

Two persons, faced with the same set of alternatives and conditions, are likely to
arrive at very different decisions regarding the most appropriate course of action to be
undertaken. What is optimal for the first person may not even be an attractive alternative
for the second one. Judgment, risk, and experience work together to influence attitudes
and choice preferences.

Implicit in any decision-making process is the need to construct, either formally or
informally, a preference order so that alternatives can be ranked and the final choice
made. Thus, a profit-maximization rule has to be determined. Note that in more complex
situations where factors other than profit maximization or cost minimization apply, it
may be desirable to explore the decision maker’s preference structure in an explicit
fashion, and to attempt to construct a preference ordering directly. Important classes of
techniques that work by eliciting preference information from the decision maker are
predicated on what is known as utility theory. This, in turn, is based on the premise that
the preference structure can be represented by a real-valued function called a utility
function. Once such a function is constructed, selection of the final alternative should be
relatively simple. In the absence of uncertainty, an alternative with the highest utility
would represent the preferred solution. For the case where outcomes are subject to
uncertainty, the appropriate choice would correspond to that which attains the highest
expected utility. Thus, the decision maker is faced with two basic problems involving
judgment:

1. How to quantify (or measure) utility for various pay-offs.

2. How to quantify judgments concerning the probability of the occurrence of each
possible outcome or event.

Assuming the presence of uncertainty, when a decision maker is repeatedly faced with
the same problem, experience often leads to a strategy that provides, on average, the best
results over the long run. In technical terms, such a strategy is one that maximizes
expected monetary value (EMV). Notationally, let A be a particular action with possible
outcomes j=12,..,n. Also, let p, be the probability of realizing outcome j with

corresponding pay-off or return x;. The expected monetary value of A is then calculated
by using the expected utility maximization model

EMV(A) = > pjx;. (5.1.1)

=1
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It can be well-recognized that in order to undertake proper decision-making, one has
to implement utility measures for each alternative active under consideration. In [168] a
number of reasonable axioms which refer to a single goal in decision-making (Axioms 1
and 2), to multiple goals with acceptable trade-off relations and to multiple goals which
are not substitutable, are outlined. The axioms are as follows:

1. Ordering. For two alternatives A, and A,, one of the following must be true: the
person either prefers A, to A,, A, to A, or is indifferent between them.

2. Transitivity. The person’s evaluation of alternatives is transitive: if he prefers A
to A,,and A, to A,, then he prefers A, to A,.

3. Continuity. If A, is preferred to A,, and A, to A;, there exists a unique
probability p, 0<p<1, such that the person is indifferent between outcome A,
with certainty, or receiving A, with probability p and A, with probability (1-p).
In other words, there exists a certainty equivalent to any gamble.

4. Independence. If A, is preferred to A,, and A, is some other prospect, a gamble
with A, and A, as outcomes will be preferred to a gamble with A, and A, as out-
comes, if the probability of A, and A, occurring is the same in both cases.

These axioms relate to choices among both certain and uncertain outcomes. That is, if
a person conforms to the four axioms, a utility function (sometimes referred to as “value”
function) can be derived that expresses his preferences for both certain outcomes and the
choices in a risky situation. In essence, they are equivalent to assuming that the decision
maker is rational and consistent in his preferences, and implies the following expected
utility theorem:

e Given a decision maker whose preferences satisfy the four axioms, there exists a
function U, called a utility function, that associates a single real number or utility
index with all risky prospects faced by the decision maker. This function has the
following properties:

1. If the risky prospect A, is preferred to A, (designated as A, > A,), the utility index
of A, will be greater than that of A, [i.e, U(A)>U(A,)]. Conversely,
U(A;) > U(A,) implies that A, is preferred to A,.

2. If A is the risky prospect with a set of outcomes {#} distributed according to the
probability density function p{6}, the utility of A is equal to the statistically
expected utility of A; thatis,

U(A) = EU(A). (5.1.2)
If p{o} is discrete,
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U(A) = > U(@)p(0), (5.1.3)

U(A) = [U(0)p(0)d(6). (5.1.4)

As these equations indicate, only the first moment (i.e., the mean or expected
value) of utility is relevant to choice. Honoring the Bernoulli’s principle, the
variance or other higher moments of utility are irrelevant; the expected value takes
full account of all the moments (mean, variance, skewness, etc.) of the probability
distribution p{#} of outcomes.

3. Uniqueness of the function is defined only up to a positive linear transformation.
Given a utility function U , any other function U~ such that

U =aU+b, a>0 (5.1.5)

for scalars a and b, will serve as well as the original function. Thus utility is
measured on an arbitrary scale and is a relative measure.

The outlined above approach provides a mechanism for ranking risky prospects in
order of preference, the most preferred prospect being the one with the highest utility.
Hence two concepts are involved: degree of preference (or utility) and degree of belief
(or probability).

Utility functions must be assessed separately for each decision maker. To be of use,
utility values (i.e., subjective preferences) must be assigned to all possible outcomes for
the problem at hand. Usually, a frame of reference is defined whose lower and upper
bounds represent the worst and the best possible outcomes, respectively. In many
circumstances, outcomes are non-monetary in nature. For example [168], while selecting
a portable computer, the decision maker might consider such factors as speed, memory,
display quality, and weight. It is possible to assign utility values to these outcomes;
however, in most business- related problems, a monetary consequence is of major
Importance.

In the general case, we are given a set of m alternatives A={A, A,, ..., A,}, where

each alternative may result in one of n outcomes or “states of nature”. Call these
0., 6,,..,6,,and denote x; as the consequence realized if ¢, results when alternative i

is selected. Also, let pj(ej) be the probability that the state of nature &, occurs. Then,
from (5.1.3) we can compute the expected utility of alternative A as follows:
UAa) = X pi6)ul)  i=12...m, (5.1.6)

j=1
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where x; = x;(¢;) is an implicit function of ¢;. For the deterministic case where
n = 1, implying that only one outcome is possible, (5.1.6) reduces to U(A,;) = U(x; ).

5.1.2 Multi-criteria utility models and methods

The multi-criteria aspect of decision analysis appears because outcomes have to be
evaluated in terms of several objectives (also called goals). These are stated in terms of
properties, either desirable or undesirable, that determine the decision maker’s
preferences for the outcomes. As an example [168], for design of an automobile, the
various multi-criteria objectives must be to:

(1) minimize production costs;
(2) minimize fuel consumption;
(3) minimize air pollution, and

(4) maximize safety.

The purpose of the value model is to take the outcomes of the system model,
determine the degree to which they satisfy each of the objectives, and then make the
necessary trade-offs to arrive at a ranking for the alternatives that correctly express the
preferences of the decision maker.

The multi-attribute utility theory (MAUT) [125-127, 168] is usually applied to
projects and suggests developing a hierarchy of objectives and sub-objectives with the
lowest members of the hierarchy called attributes. Each attribute should represent a
significant criterion in the decision-making process and should be quantified. The set of
attributes should satisfy the following requirements:

1. Completeness. The set of attributes should characterize all the factors to be
considered in the decision-making process.

2. Importance. Each attribute should represent a significant criterion in the decision-
making process, in the sense that it has the potential for affecting the preference
ordering of the alternatives under consideration.

3. Measurability. Each attribute should be capable of being objectively or subjectively
quantified. Technically, this requires the possibility to establish a utility function for
each attribute.

4. Familiarity. Each attribute should be understandable to the decision-maker in the
sense that the latter should be able to identify preferences for different states.

5. Non-redundancy. No two attributes should measure the same criterion, a situation that
would result in double counting.

6. Independence. The value model should be structured so that changes within certain
limits in the state of one attribute should not affect the preference ordering for states
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of another attribute or the preference ordering for gambles over the states of another
attribute.

Once attributes have been assigned to all objectives and attribute states have been
determined for all possible outcomes, it is necessary to aggregate the states by
constructing a single unit of measurement that will accurately represent the decision
maker’s preference ordering for the outcomes. This can be achieved by specifying
weights for each attribute or criterion.

If the set of attributes satisfies the requirements listed above, it is possible to
formulate a mathematical function called a multi-attribute utility function that will assign
numbers, called outcome utilities, to each outcome state. In general, the utility U(x) =

=U(X;,X,, ... ,Xy ), Of any combination of outcomes (x;,X,, ... ,xy ) for N attributes can
be expressed either as:

(1) an additive, or;

(2) a multiplicative function of the individual attribute utility functions U, (x,), U,(x,)
..., Uy (xy ), provided that each pair of attributes is:

1. Preferentially independent of its complement; that is, the preference order of con-
sequences for any pair of attributes does not depend on the levels at which the other
attributes are held.

2. Utility independent of its complement; that is, the conditional preference for lotteries
(probabilistic trade-offs) involving only changes in the levels for any pair of
attributes, does not depend on the levels at which the other attributes are held.

To illustrate Condition 1, suppose that four attributes for a given project are:
profitability, time-to-market, technical risk, and commercial success. Preferential
independence means that if we judge technological risk, for example, to be more
important than profitability, this relationship should remain true regardless of whether the
level of profitability is high, low, or somewhere in between; and also regardless of the
value of other attributes.

The second condition, namely utility independence, means that if we are deciding on
the preference ordering (ranking) for probabilistic trade-offs between, for example,
technological risk and time-to-market, this can be done regardless of the value of
profitability.

It is necessary to verify that these two conditions are valid, or more correctly, to test
and identify the bounds of their validity. The mathematical notation used to describe the
model is therefore as follows [125]:

i - state of the i-th attribute;
i - least preferred state to be considered of the i-th attribute;
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Xi - most preferred state to be considered of the i-th attribute;

X - vector (x,,x,, ... ,Xy ) of attribute states characterizing a specific outcome;

x° - outcome constructed from the least preferred states of all attributes; x°=
(xf,xg, xﬁ,) ;

X" - outcome constructed from the most preferred states of all attributes; x =

(XI,X;, x’,;) ;

—0 . . . . .
(xi ,Xij - outcome in which all attributes except for the i-th attribute are at their least
preferred state;

Ui(x) - utility function associated with the i-th attribute;

U(x) - utility function associated with outcome x;
k; - scaling constant for the i-th attribute; k; = U(xf ,i?);
k - master scaling constant.

If the two independence conditions hold, U(x) assumes the following multiplicative
form:

U (x) = %{ﬁ[1+k.kiui(xi)]—1}, (5.1.7)

i=1

where the master scaling constant k is determined from the equation
1+k =[T,(@+k k). If X k>1, then —1<k<0; if > k<1, then k>0; if

Y. ki=1,then k =0 and (5.1.7) reduces to the additive form:

U(x) = > kU, (x). (5.1.8)

Since utility is a relative measure as shown above, the underlying theory permits the
arbitrary assignment of Ui(xio)z 0 and Ui(xf) = 1; that is, the worst outcome for each

attribute is given a utility value of 0, while the best outcome is given a utility value of 1.
The actual shape of the utility function depends on the decision maker’s subjective
judgment as to the relative desirability of possible outcomes. A point-wise approximation
of this function can be obtained by asking a series of lottery-type questions such as the
following: “For attribute i, what certain outcome, x;, would be equally desirable as
realizing the highest outcome with probability p, and the lowest outcome with

probability (1-p) ?”.
Thus, a conclusion can be drawn that the most important MAUT stages comprise:

e a pairwise preferential judgment [150] based on experts which is usually carried
out in the form of a trade-off between a couple of attributes;
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e assigning a scaling constant for each attribute which is pregiven by experts as well;

e determining the project’s utility function in MAUT which depends on the decision-
maker’s subjective judgment on the relative desirability of possible attributes’
outcomes. This can be achieved in the form of various interview questions being
addressed to experts;

o the attributes are usually ranked in ascending order of importance as they progress
from their worst to their best states (values).

The most important stage of MAUT is to rank the alternatives. This may be
accomplished by using the multi-attribute utility function to calculate outcome utilities
for each alternative under consideration. If two or more alternatives appear to be close to
rank, their sensitivity to both the scaling constants and utility functions should be
examined.

Multi-attribute utility theory can be applied in situation when the state of an attribute
may be uncertain. “Completion time of a task”, “reliability of a subassembly”, and
“useful life of the system” are common examples of attributes whose states may take on
different values with known or unknown probabilities. In these cases, x; is really a
random variable, so it is more appropriate to compute the expected utility of a particular

outcome. For the additive model, this can be implemented by means of the following
equation:

EU()] = >

N
i=1

{kff U, (%), (% )d(x, )}, (5.1.9)

where f;(x;) represents the probability density function associated with attribute i,
and E [ e] stands for the expectation operator [127].

Ranking alternatives is often carried out on the basis of the analytic hierarchy process
(AHP) which has been first outlined in [161] and provides a multiple-criteria
methodology for evaluating alternatives.

Typical applications of the AHP can be found in portfolio selection, transportation
planning, manufacturing systems design, artificial intelligence, etc. The advantages of the
AHP lie in its ability to structure a complex, multi-person, multi-attribute problem
hierarchically, and then to investigate each level of the hierarchy separately, combining
the results as the analysis progresses. Pairwise comparisons of the factors (which,
depending on the context, may be alternatives, attributes, or criteria) are undertaken using
a scale indicating the strength with which one factor dominates another with respect to a
high-level factor. This scaling process can then be translated into priority weights or
scores for ranking the alternatives.
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Like MAUT, the AHP starts with a hierarchy of objectives. The top of the hierarchy
provides the analytic focus in terms of a problem statement. At the next level, the major
considerations are defined in broad terms. This is usually followed by a listing of the
criteria for each of the foregoing considerations. Depending on how much detail is called
for in the model, each criterion may then be broken down into individual parameters,
whose values are either estimated or determined by measurement or experimentation. The
bottom level of the hierarchy comprises the alternatives or scenarios underlying the
problem.

From analyzing the utility theory techniques in operation management, the following
conclusions may be drawn:

1. Utility theory techniques can be used [150, 168] from the point of choosing new
competitive goals to be reached. Those goals in combination with monetary policies
usually apply to new technical devices to be designed and created.

2. The existing utility theory models and methods are not applicable to operation
management (organization) systems which are usually governing and monitoring the
process of the systems’ functioning, since all MAUT models are restricted to market
competitive problems alone. Thus, nowadays, the existing utility theory is mostly
restricted to analyse the competitive quality of the organization systems’ outcome
products. The theory, however, does not deal with the quality of the systems’
functioning, i.e., with organization systems in their entirety. This may result in heavy
financial losses, e.g., when excellent project objectives are achieved by a badly
organized project’s realization.

85.2 Trade-off optimization models

In the last five decades, the research literature on trade-off optimization models to
determine a compromise between certain parameters in organization systems is
practically restricted to project management systems. Various time — cost trade-off
models have been developed by Arisawa and Elmaghraby [2], Arsham [3], Deckro and
Hebert [47], Howard [117], Kelley [128], Peck and Scherer [152], Moder et al. [142],
Moore et al. [145], Hillier and Lieberman [116], Menipaz [140], Nandi and Dutta [148],
Golenko-Ginzburg [70], Gonik [109], de Coster [46], Chase and Aquilano [41],
Panagiotakopoulos [151], Shtub [168], Siemens [169], Laslo [131], etc. Those
publications usually investigate a compromise between time and cost parameters. Such a
compromise may be implemented by means of stating and solving certain optimization
problems.

5.2.1 Deterministic time-cost trade-off procedures

A variety of publications is related to deterministic network projects (in the form of a
graph G(N,A) comprising nodes ieN and activities (i,j)c A leaving node i and
entering node j) with deterministic activity durations. For any activity (i, j) entering the
network project G(N,A), it is assumed that:

117



e the corresponding activity duration t; depends parametrically on the budget c;
assigned to that activity, and

e the budget value c; satisfies

Cij min < Cjj < Cj

ij mi ij max?

where ¢; i, stands for the minimal budget capable of operating activity (i,j),
and c; . i the maximal budget required to operate activity (i, j). Both values

Cij min @Nd Cj; 1 are pregiven beforehand.

Note that in case c; >c; ., additional value c; —c; ., is redundant. Thus, function
t;= f;(c;) can be implemented for any (i, j) e A< G(N, A). The main objective of the

time — cost trade-off procedure is to consider the relationship between the project
duration and the total project costs.

ij max

Time constraints arise in a number of ways. First, the customer might contractually
require a scheduled completion time for the project. Then, the original time constraint
might change after the project has started, requiring new project planning. These
amendments arise because of changes in the customer’s plans; or, when delays occur in
the early stages of a project, the new expected completion time of the project may be too
late. The most interesting time constraint application arises when one asks for the project
schedule that minimizes total project costs, direct plus indirect altogether. This is
equivalent to the schedule that just balances the (indirect) marginal value of time saved
(in completing the project one time unit earlier) against the (direct) marginal cost of
saving it. This situation occurs frequently, for example, in the major overhaul of large
systems, such as chemical plants, paper machines, aircraft, etc. Here the value of time
saved is very high, and furthermore it is known quite accurately. In such application, the
crux of the problem amounts to developing a procedure to establish the minimum
(marginal) cost of saving time. This assumes, of course, that some jobs may be carried
out faster if more resources are allocated to them. The resources may be manpower,
machinery, and / or materials. It is usually assumed [109, 117, 144-145, 173] that these
resources can be measured and estimated, reduced to monetary units, and summarized as
a direct cost per unit time.

Thus, the main purpose of the time — cost trade-off can be stated as the development
of a procedure to determine activity schedules to reduce the project duration time with a
minimum increase in the project direct costs, by buying time along the critical path(-s)
where it can be obtained at the least cost.

The development of the Critical Path Method (CPM) time — cost trade-off procedure
Is based on a number of definitions which are outlined below and represented in Fig. 5.1.
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Figure 5.1. Activity time-cost trade-off input for the CPM procedure
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Activity direct costs include the costs of the material, equipment, and direct labor
required to perform the activity under consideration. If the activity is carried out in its
entirety by a subcontractor, then the activity direct cost is equal to the price of the
subcontract, plus any fee that may be added.

Project indirect costs may include, in addition to supervision and other customary
overhead costs, the interest charges on the cumulative project investment, penalty costs
for accomplishing the project after the specified deadline, and bonuses for early project
completion.

Normal activity time — cost point. The normal activity cost is equal to the minimum of
costs required to perform the activity, and the corresponding activity duration is called
the normal time. (It is this normal time that is used in the basic critical path planning and
scheduling, and the normal cost is the one usually supplied if the activity is being sub-
contracted). The normal time is actually the longest time required to carry out the activity
under the minimum cost constraint, which rules out the use of overtime labor or special
time saving (but more costly) of materials or equipment.

Crash activity time — cost point. The crash time is the fully expedited or minimum
activity duration time that is technically possible, and the crash cost is assumed to be the
maximum cost required to achieve the crash performance time.

The normal and crash time — cost points are denoted by the coordinates (D,C) and
(d,Cy), respectively, in Fig. 5.1. For the present, it will be assumed that the resources are

infinitely divisible, so that all times between d and D are feasible, and the time — cost
relationship is represented by the solid line. It will also be assumed that this curve is
convex, and can be adequately approximated by the dashed straight line.

The CPM computational procedure chooses the duration times for each activity so as
to minimize the total project direct costs and at the same time satisfy the constraints on
the total project completion time and on the individual activities, the latter being dictated
by both the logic of the project network and the performance time intervals (d,D)

established for each activity.
The simplified time — cost trade-off model for a CPM network is as follows:

given a CPM graph G(N, A) together with functions t; = f;(c; ), (i,j) € G(N,A), and
and c; determine:

ij max

values ¢

ij min
¢ the minimal total project direct costs C,

Min C, and (5.2.1)
« the optimal assigned budget values c¢i™, subject to

Tcr{tij g fij(c;;p‘)} < D, (5.2.2)
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{iZj}Ci?pt = C, (5.2.3)
Cimin < Ci" < Cij maxs (5.2.4)
where D stands for a pregiven due date.

Problem (5.2.1-5.2.4) is usually solved [46-47, 142] by means of heuristic methods
based on “normal” and “crash” concepts outlined above. In cases of non-linear f; the

problem becomes too difficult to be solved analytically [2].

5.2.2 Stochastic time-cost trade-off procedures

In most stochastic network projects the major resources involved in the project
realization are financial resources. Thus controlling the project boils down, in essence, to
introducing various control actions with regard to the budget assigned to that project.

It can be well-recognized from various studies in PERT-COST [41, 47, 61, 67, 70, 77,
109, 116, 142-143, 148, 154] that activity duration is close to being inversely
proportional to the budget assigned to that activity. Since random time duration t; in
PERT studies is assumed to be beta-distributed (see Chapter 2), we may consider the time
— cost curve for random time activities, as indicated in Fig. 5.2. Note that for all
activities (i, j) € G(N,A) both time — cost pessimistic and optimistic curves are to be
predetermined externally, while the time — cost average curve can be determined on the
basis of the beta-distribution with pregiven lower and upper bounds a; and b; called

optimistic and pessimistic values (for each t;).

a::
Assume for simplicity that for all activities (i,j) € G(N,A) values tj = —- and

b..
ty = Cl , With pregiven constants a; and by,
ij

cost curves, respectively, while the beta-distribution density function of the activity
duration according to [67, 70, 73] may be written as

py () = —— (t— ;) (5 - tf.

represent optimistic and pessimistic time —

I ij 525
(tij - t;) (529)
Note that for this simplified beta-distribution relation

5 5¢;
represents the time average cost curve indicated on Fig. 5.2.
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time — cost pessimistic curve

time — cost optimistic curve

time — cost average curve

t** = ﬂ
ij

t* = &
1) C

ij min ] ij max

Figure 5.2. Time-cost curves for activities with random durations
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This simplified relation has been used successfully in project management [70, 75,
109]. However, for certain practical cases generalized relations can be recommended,
namely

= —— and 7= — (5.2.7)

u (C ] )p U (C ] Y

where 0.5< p <1. It has to be pointed out that from the principal point of view all

PERT-COST techniques remain unchanged even when implementing assumptions
(5.2.7). However, the management can adopt any suitable distribution as long as its
density function presents a linkage between time and costs. The corresponding algorithms
and control models are capable of handling and adopting different types of distribution
functions.

In [76-77, 109] the trade-off model minimizes the allocated budget under given time
chance constraint. The extension of problem (5.2.1-5.2.4) for a random activity duration
t; is as follows:

given the PERT-COST project G(N,A) with random activity durations t;,
(i,j) € G(N,A), where for each activity (i,]j) its probability density function (p.d.f.)
off (t) depends parametrically on the budget c; assigned to that activity: the problem is

to minimize the project’s budget C

Min C, (5.2.8)

as well as to determine the optimal budget volumes c;™ assigned to each activity
(i, j) € G(N, A) subject to

Pr{T[t“— /ci‘j’p‘] < D} > p, (5.2.9)

Y < C, (5.2.10)

Cij min = Ci?pt < Cij max- (5.2.11)
Here:

o T [tij / cﬁ’pt] stands for the project’s random duration on condition that all the

activity’s durations are random values with p.d.f. p; (t/cij ) Value T [tij /ci‘j’pt] can
be determined either via simulation, or by means of approximate analytical
methods;

e D designates the pregiven due date;
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e p is the minimal value of the chance constraint (pregiven by the project
management as well).

Problem (5.2.8-5.2.11) is a very complicated problem which even for medium-scale
projects cannot be solved analytically. It requires therefore heuristic solutions that are
widely used nowadays in various design offices [69-70, 99, 109, 138].

As outlined below, in 85.3, a modification of problem (5.2.8-5.2.11) enables the
solution of the partial harmonization problem for project management systems. This, in
turn, enables solving harmonization problems for PERT-COST projects with trade-offs
between three basic parameters: cost, time and reliability. In our opinion, this is an
essential advancement in the area of multi-parametric optimization.

85.3 Harmonization models in organization systems
5.3.1 Introduction

As mentioned above, in 85.1, there are very few publications (see, e.g., [100]) dealing
with estimating the quality of the system itself, e.g., the system’s public utility. We
suggest using the term “utility” henceforth as a generalized quantitative value to estimate
the quality of the system’s functioning. To develop the corresponding techniques we
suggest to take into account the basic parameters, which actually form the utility of the
system - validity, reliability, flexibility, cost, sensitivity, forecasting (timeliness), etc.
Most of those criteria are difficult to be formalized and require human judgment and
rating schemes in order to turn qualitative information into quantitative estimates.

The backbone of this Chapter is to formalize the multi-parametric harmonization
model in order to maximize the system’s utility as a generalized quality measure of the
system’s functioning.

Another main result of the Chapter is the development of the principal idea of the
harmonization problem’s solution. As outlined above, in §1.2, we suggest to sub-divide
the basic parameters into two sub-sets:

¢ independent parameters, where for each parameter its value may be preset and
may vary independently on other parameters’ values, and

e dependent parameters whose values may not depend uniquely on the values of
independent parameters.

We suggest a multi-stage solution of harmonization problems. At the first stage a
look-over algorithm to examine all feasible combinations of independent basic values, is
implemented. The independent parameters’ values obtained at that stage are used as input
values at the second stage where for each dependent parameter a local subsidiary
optimization problem is solved in order to raise the system's utility as much as possible.
Solving such a problem enables the solely dependence of the optimized value on any
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combination of independent input parameters. At the next stage the system's utility value
is calculated by means of basic parameters' values obtained at the previous stages, while
Stage IV carries out the search for the extremum in order to determine the optimal
combination of all basic parameters' values delivering the maximum to the system's
utility.

To facilitate further discussion in this chapter, we will require additional notations.

5.3.2 Terminology

Let us introduce additional terms:

S - organization system;

Mg - the system's model;

Ry - the k -th basic system’s parameter, 1<k <n (to be optimized);
n - number of basic parameters;

R(™) . the i-th independent basic parameter, 1<i<n,;

n, - number of independent basic parameters;

Rgdep) - the j-th dependent basic parameter, 1< j<n,;

n,=n-n; - number of dependent basic parameters;

R - restriction for the k-th basic parameter, 1<k<n, i.e., the worst permissible
value which can be accepted,;

Rwo - the best value of the k -th basic parameter, 1<k <n, which by no means can be
refined (pregiven);

u - the system’s utility (to be optimized);

a, - local parametrical utility, 1<k <n (pregiven);

U, - basic utility obtained for R, =R,,, 1<k<n (pregiven);

Ay - search step for the k -th basic parameter (pregiven);

& - pre-specified search tolerance for optimizing the system’s utility (pregiven);

PHMj{Ri(‘”d)}z MaxR{®? - partial harmonization model to maximize the j-th
dependent parameter R on the basis of the n, input

values R™) 1<i<n;
n

AU*/R_(ind) _ Z {agdep) -‘Rgde’)) _ R(dep)

i,1<i<n, jo
=1

}/ﬁfind) - additional utility on the account of

depending parameters by solving the partial optimization
problem on the basis of preset values

RIM 1<i<ny, 1<j<n,.

U*:AU/R.("“’) £y {ai(‘”d)-‘Ri(‘”d)—Ri((‘)”d)} - the objective function for a partial
i=1

i, 1<i<ng

harmonization problem with pregiven n, independent
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parameter values.

5.3.3 General concepts

Consider a complicated organization system which functions under random

disturbances. Such a system usually comprises a variety of qualitative and quantitative
attributes, characteristics and parameters, which enable the system’s functioning. The
problem arises to determine a generalized (usually quantitative) value which covers all
essential system’s parameters and can be regarded to as a system’s qualitative estimate.
We will henceforth call such a generalized value the system’s utility.

Later on we will require some new definitions.

Definitions

Call the system's model M, a formalized description of the system's structure as well
as the system's functioning. M, usually comprises the logical links between the

system's elements, decision-making rules, various random parameters, etc. For project
management systems various M, may be used, e.g., network PERT-COST models
(see 85.2), GANTT chart models [168], CPM models [142, 151, 154, 168], GERT
models [2, 55, 67, 70, 144, 168], etc. PERT-COST network models which are widely
used in project management [67, 70, 76, 109, 168], are used as M in Chapters 8, 16-
17. Such a network model is actually a graph type simulation model comprising
activities with random durations. The p.d.f. of each activity duration depends
parametrically on the budget value assigned to that activity. M, usually comprises all

the basic parameters (see below) which have an influence on the system's utility.

. Call a quantitative parameter entering the system a basic parameter on condition that

changes in the parameter result in changing the system’s utility. Note that the
restriction value for any basic parameter is, actually, the worst permissible value that
may be implemented into the system. The set of basic parameters, together with the
corresponding restriction values, are externally pregiven.

[11. Call the system’s utility which corresponds to the pregiven restriction values for all

basic system’s parameters, the basic utility. Denote henceforth the basic utility by U,
. Value U, is externally pregiven as well.

IV.Call the direction of changing a basic parameter’s value which results in increasing

the system’s utility, a positive direction, and vice versa. Call the change of the
system’s utility caused by altering a parameter by its unit value in the positive
direction, a local parametric utility. Denote henceforth the additional local parametric
utility for the k-th basic parameter by «, > 0. Parametric utility values are also

pregiven externally.
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Denote henceforth the pregiven restriction values for each basic k-th parameter,
1<k<n, by R,,, correspondingly. If restrictions are given in the form

Ry > (<) Ry, 1<k<n, (5.3.1)

it can be well-recognized from (1.2.1) that the system’s utility U satisfies

U=U, +3 [a-s(R ~Ryo )] (5.3.2)

k=1
subject to (5.3.1). Here

IR, —Ryo| if value R, is obtained in the positive direction
£(Ry —Ryo) = from Rio (5.3.3)

R otherwise |,

where R is an extremely large negative number which practically eliminates value
R,. It can be well-recognized that relation (5.3.3) ensures restrictions (5.3.1).

Note that to solve the harmonization problem, we need to define for each k -th basic
parameter its best values which by no means can be refined. Denote those values which
are externally pregiven, by R, , correspondingly.

To proceed with, we require additional definitions.

V. Call the basic system’s parameters which can be pregiven independently from each
other, independent basic parameters. It goes without saying that setting values of
independent basic parameters honors restrictions (5.3.1).

VI.Call other basic system’s parameters dependent basic parameters. Thus, the basic
parameters can be subdivided into two groups: independent and dependent
parameters. The latter do not depend uniquely on the preset values of independent
parameters. Moreover, a combination of independent parameters may correspond to
numerous different values (sometimes to an infinite number) of a certain dependent
parameter. If, for example, a PERT-COST network project is carried out under
random disturbances, setting the cost value (assigned for the project) and the time
value (in the form of the project’s due date) does not define solely the value of the
project’s reliability, i.e., its probability to meet the deadline on time. This is because
the budget value C assigned to the project has to be reallocated beforehand among
the project activities in order to start processing the latter. Each budget reallocation
results in a certain project's reliability and, thus, different feasible (but non-optimal!)
reallocations correspond to different non-optimal reliability values. However, for the
same preset independent basic parameters - cost and time values - it is possible to
maximize the project’s reliability by means of optimal budget reallocation among the
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project's activities. The corresponding problem together with its solution is outlined
below, in Chapter 8.

Thus, we suggest to implement a solely dependency of each dependent basic
parameter on the combination of independent input values by means of a subsidiary
optimization procedure (heuristic, simulative, approximate) in order to maximize the
system's utility for the fixed combination of independent parameters and the
optimized dependent parameter. We will henceforth call the optimized objective
(5.3.2) where at least one basic parameter value is pregiven beforehand and remains
unchanged in the course of optimization, the conditional system's utility.

VII.Call a partial harmonization problem PHM; an optimization problem (analytic,

simulative, heuristic) which on the basis of preset independent basic parameters
delivers an optimum value to a dependent basic parameter R; in order to maximize

the conditional system’s utility. Thus, a PHM enables the solely dependence of a
dependent parameter from independent ones.

Practically speaking, the partial harmonization model is mostly optimized by means
of optimal budget reallocation among the system's elements. In the case of a project
management system with M, representing a PERT-COST type network model, optimal

budget reallocation among the project's activities enables maximization of the project's
reliability value R. In the case of a hierarchical production system with M based on a

multi-level fault tree model together with a pregiven list of possible technical
improvements for the bottom level elements, the partial harmonization model centers on
an optimal budget reallocation among a chosen sub-set from the list of improvements.
However, such an optimization problem is essentially more complicated than in the case
of a network project, since we have to cope both with choosing an optimal sub-set from
the set of improvements as well as with an optimal budget reallocation among the chosen
elements to be improved.

Note, in addition, that in the case of project management systems the budget value C
is always an independent basic parameter, while the project's reliability value R is a
dependent one. In the case of hierarchical production systems under consideration some
PHM use the budget value C as an independent parameter with reliability value R as a
dependent one, while other PHM act vice versa, i.e., the reliability value us externally
pregiven and is an independent parameter, while the budget value C (to be minimized)
serves as a dependent one. Thus, those two basic parameters are, as a matter of fact,
interchangeable.

It can be well-recognized that the efficiency of a harmonization problem depends
mostly on the efficiency of partial harmonization models, since it is easy to implement a
search algorithm for several independent basic parameters. Thus, the main difficulty to
solve a practical harmonization problem (especially in cases of numerous basic
parameters) is to develop a combination of a high-speed partial harmonization model and
a relatively simple search procedure for independent basic parameters.
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Thus, using Notation in 5.3.1, we obtain for the system's utility
ng ) n,
U= z ai(lnd |nd Z deP dep 1Si§n1, 1San2 =n-n,, (534)
i= j=1
where
o R{™ R - independent basic parameters;

o RU®P) RP) _ dependent basic parameters.
2

. ~(ind) o (dep) . . i .
Denoting by PHM {R; = R{™, 1< j<n,, a partial harmonization model, we

finally obtain
< |n in < e o (ind)
z d) i( d) Z ,Bj(d P)_pHMj{Ri } (5.3.5)
i=1 j=1

Value U may comprise both analytic PHM ; as well as PHM; based on simulative
modeling. In some cases PHM ; can be based on subjective decision-making.

5.3.4 Optimal harmonization problem and the general idea of the problem’s solution

Referring to 5.3.3 and using Notation in 5.3.1, the harmonization problem is as
follows: determine optimal values R,, 1<k<n, to maximize the system’s utility

I\{/Ia;<U = U, + z a, -|Ry =Ry (5.3.6)
R«

subject to
Min {Ryo,Rigo} < Ry < Max {Ryg,Ryqo - (5.3.7)

Since U, remains constant, the objective can be simplified as follows

Max > {a |R¢ —Ryo| | (5.3.8)
R} (21
subject to (5.3.7).

Problem (5.3.7-5.3.8) is a very complicated optimization problem which usually does
not provide analytical estimates.

Let us analyze the general harmonization problem in greater detail. Since independent
basic parameters Ri("‘d) serve as input values which can be optimized by means of a

129



search algorithm, the harmonization problem’s solution suggests itself as a combination
of two sequential problems:

e to determine an optimal combination of independent basic values {Ri(‘”d)("p‘)} by

means of a lookover algorithm that checks the feasibility of each possible
combination (Problem 1),

e to solve all the partial harmonization problems by means of PHM,{R(™)|
(Problem I1), and

o to facilitate a search for the extremum in order to maximize utility value (5.3.5).
Theorem

Optimal values Rﬁ"pt), 1<k <n, inproblem (5.3.7-5.3.8) satisfy

{Riopt)} = {Ri(ind)(opt)} U PHMj{R»(ind)(Opt)}. (539)

Proof

Assume that {Rﬁ"pt)} does not satisfy (5.3.9), i.e., there exists a combination
R} = RO RO (5.3.10)
satisfying (5.3.8) and not coinciding with (5.3.9). Note, first, that relation

R} = pHM, R0} (5.3.11)

]

holds, otherwise the combination {R;} may be improved by substituting Rgde")' for
PHMj{Ri“”d)'}. This, in turn, contradicts relation (5.3.8). Secondly, relation

,_A_.\
A
=
>
o
2
N
|

_ {Ri(ind)(opt)} (5.3.12)
holds as well, since values {R("™} have been obtained by means of an optimal
look-over algorithm which checks all possible combinations {R("*'}, including {R(""}.

Thus, our assumption proves to be false and combinations (5.3.9) and (5.3.10) fully
coincide. ]

5.3.5 Optimization techniqgues

The proved theorem enables solution of problem (5.3.7-5.3.8) by means of a
sequential solution of Problem I and Il. However, if, due to the high number of possible
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combinations {R.(‘“")}, solving both problems on a look-over basis requires a lot of

computational time, we suggest a simplified heuristic algorithm as follows.

Since practically most partial harmonization models PHM ; (see, e.g. [124]) for OS

are complicated non-linear functions (5.3.5) of independent parameters {Ri(‘”d)},

determining the optimal system's utility results in implementing the theory of
unconstrained optimization for non-linear problems. As outlined in [133], the most
effective and widely known methods for maximizing a non-linear function of several
variables, e.g., the gradient method, the Newton's method, the conjugate direction
method, etc., cannot be carried out without determining the gradient vector at each search
step. However, solving the gradient equation for partial harmonization problems based on
simulation models comprising stochastic programming constraints leads usually to futile
computational efforts.

Thus, a conclusion can be drawn that more attractive and at the same time more
realistic approximated algorithms have to be implemented. According to the general
recommendations outlined in [133] we have replaced the precise look-over algorithm
(Problem 1) by the cyclic coordinate search algorithm (CCSA). The latter optimizes the
non-linear function of independent parameters cyclically, with respect to coordinate
variables. To implement the cyclic coordinate algorithm we suggest accepting several
rules as follows:

1. An initial search point R = {ng‘d), RUM) R('l"d)} has to be taken, i.e., the initial
point corresponds to the least permissible utility U, .

ind)

2. First, coordinate Rf has to be optimized, by advancing with a constant search step

ARF”‘” in the positive direction, while all other n, —1 coordinates remain un-

changed. After establishing the quasi-optimal value R}iggg the latter is fixed, and the

second coordinate RY™) with other unchanged coordinates R{"), R{"™), ..., R ('”d) has

to undergo optimization in the positive direction until obtaining value Rg'ggg. With
ind )

two coordinates R{") and R{") fixed, the third coordinate R}

coordinate optimization procedure, etc. Thus, at the beginning of the search procedure
all coordinates advance in their positive directions.

is subject to the

In this course, objective (5.3.8) is substituted by another one, namely

< (ind)|p(ind) _ p(ind) 2 (_dep dep dep
R%}{zl {am|Rlm) _ Rl |, Rgd%}[,zzl {al /R ﬂ (5.3.13)
subject to (5.3.7).

3. Coordinate Ri(‘”d) reaches its quasi-optimal value in three cases:
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7.

a) if in the course of the coordinate optimization value Ri(gg") is reached. It is taken

then as the optimized value R;,;

b) if in the course of the coordinate optimization at least one of the dependent
parameter values RE"EP) (while solving the partial harmonization problem) ceases
to comply with restrictions (5.3.1) or (5.3.7). This means that we have entered a

non-feasible area, and the last successful coordinate value is chosen as the quasi-
optimal one;

c) if in the course of the coordinate optimization objective (5.3.13), i.e., the
conditional system’s utility, ceases to increase. In such a case we act similarly to
case b).

For certain organization systems which function under random disturbances, values
Rgdep), 1< j<n,, may be random parameters as well. Thus, objective (5.3.13) becomes

a random value too. To calculate its average value at each search point, numerous
simulation runs have to be carried out to obtain representative statistics.

ind
Rr(110p)t’
the corresponding search step values are usually diminished (mostly by dividing by
two), and the search process proceeds anew - cyclically with respect to the coordinate

variables, beginning from R{™),

After accomplishing the first iteration, i.e., determining values R{"), R{™),...,

For all future iterations value R("), 1<i<n,, is calculated in two opposite points:

R(ind) , Ri(ind) _ARi(ind)1 R(ind) , R(ind)

1 y wan i+1 vt n]_

,and

and)’ . R(ind)+AR(ind) R(ind)

i i PN+ e

to determine the direction of objective’s (5.3.13) increase. The search is undertaken
along those directions, i.e., values

uU* (Rl(ind), .., R0 Rnd) |y qgnd) R(ind))’
r :il’izais, ey
are calculated.

The cyclic coordinate optimization algorithm terminates when the relative difference
between two adjacent iterations with indices v and v +1

U*(V){ﬁi(ind)} and U*(V”){ﬁi(md)}

becomes less than the externally pregiven tolerance &>0.
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In order to improve the algorithm's global convergence we have additionally
implemented the highly recommended Aitken Double Sweep Method [133] which is used
as follows: first CCSA is carried out with coordinate variables sequenced in the order

Ri™), RE™), . RU"™), and afterwards - in the opposite order: R(™), RI™), . R{™). The

n,-1?

maximal objective is taken as the algorithm's quasi-optimal solution.

It can be well-recognized that increasing the number n, of independent parameters

results in raising the efficiency of CCSA. Note that in project management there are at
least two independent parameters with continuous values - budget C assigned to the
project and the due date D of accomplishing the project.

As for another class of organization multi-level technical systems with safety
engineering problems, - there is usually only one independent parameter - the budget
value C or the reliability value R. Using CCSA algorithms for such systems cannot be
advised since a non-linear function of a single variable can be optimized by other
methods as well. However, as outlined below, implementing other classical precise
methods, e.g., the method of dynamic programming, usually leads to unavoidable
computational difficulties. This is because in safety engineering optimized variables are
usually various technical improvements which have to be carried out without exceeding
the allocated budget. Thus, obtaining the optimal solution for a safety engineering
problem results in determining an optimal subset of technical investments for the
pregiven set of possible amendments. If the number of possible amendments is large
enough the harmonization model boils down to an enormous amount of stages [176],
each of which centers on determining the system's reliability value by means of the
simulation model. However, since reliability of a technical system with possible
hazardous failures has to be exceptionally close to one, evaluating reliability value by
means of simulation requires a tremendous number of simulation runs to obtain sufficient
statistics (in certain cases up to a million simulation runs and sometimes even more).
Thus, only reasonable heuristic approaches may result in an acceptable solution.

Tables 5.1 and 5.2 present a concise description of the system's models, basic
parameters and partial harmonization models for the organization systems to be discussed
below: project management systems and hierarchical technical systems. Note that
changing the system's model results in ultimate changes of the corresponding PHM
techniques.

85.4 Application areas

Besides the examples outlined above, the developed harmonization principle covers a
broad spectrum of other hierarchical organization systems, especially of man-machine
type. Several important examples of potential areas of implementation are presented here.

I. Consider a complicated multilevel technical system to be designed, e.g., a new
commercial aircraft. Here the number of basic parameters which actually define the
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aircraft’s utility, exceeds three by far; the basic parameters are as follows:

Table 5.1. System’s model and PHM for project management systems

Parameters _ o
System's model Partial harmonization models
Indep. | Dep.
G(N,A) - PERT-COST network; B R Determine Ci(jOpt) to
(i,j) - activity, (i,j)c AcG(N,A); g E
c; - budget assigned to (i, j);
- budgezssigned 0 W1 161 ek - ol <o)
CIJ min * CIJ max |OW€|’ and upper E A {Cij {Cij
c; bounds; T '|3 _
Total budget C>> ¢ min C L subject to
(i.i) | _
Due date D; T | Gii min =Cij =Cij max
p.d.f. D Y
U C = Zci(jopt) :
12 2. E R {i.i}

ty(cy )= m(t ~ay Jby —t)’;

Aij ] |JBIJ '[A)\ R(Opt) Ci(j()pt) — Ropt — PHM(C, D)
&= b= T

ij ij E
TG/ (e ) - random project| D

duration with assigned c; .

o the budget assigned for constructing the new aircraft (an independent parameter);
¢ the number of passengers to be taken on board (an independent parameter);

¢ the flight distance (a partially dependent parameter);

o the average cruise speed (a dependent parameter);

o the reliability value, i.e., the probability of the aircraft within a specified
exploitation period not to develop any critical failure which may result in air fleet
accidents, sometimes of catastrophic nature (a dependent parameter);

e an environmental failure parameter, e.g., the level of noise (a dependent
parameter);

e various technical design parameters, e.g., the aircraft’s size, weight or even certain
aesthetic features which nowadays may influence the aircraft’s priority level
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(usually dependent parameters), etc.

It goes without saying that increasing the number of basic parameters results in a
dramatic increase of the level of complexity of the regarded harmonization model.

Table 5.2. System's model and PHM for hierarchical technical systems

Parameters ) o
System's model Partial harmonization models
Indep. | Dep.
Fault Tree Simulation Model SM ; R B PHM,(R) = C: determine
E U
Possible technical improvements L D iTlgq [, 1<g<Q<N, & <N,
M), 1<k<N;| ! G
A E o
B T e M
Corresponding cost investments | 0 I?Q:? ¢ '}é‘:? LZ;C%}
e}, 1<k<N; L C
I subject to
Budget C > Min C,; T .
k Y R0+AR‘{FI§ }ZR.
q
System's current reliability R ; R
System's  desired reliability S E PHM, (C) = R: determine
R*>R,; (E3) II_ iT|§q}, 1<q<Q<N, & <N,
ARHFI | 1<q<Q<N, g<N,| B | A
Sq )t T AT =T B = T T B to I\{IéarR:I\{IgaT[RO+ARHq}]
is determined by means of SM . | ‘ ‘
¢ II‘ subject to
T Q
Y |[2C, <C
g=1
R

I1. In agriculture, e.g., in cotton harvesting, a multilevel decision-making control system
Is especially useful for cotton-growing areas with restricted resources [170]. Since all
cotton harvesters are equipped with trailers, one of the independent basic parameters
of the model should be the amount of trailers available to each harvester. Other basic
parameters may be singled out as follows:

o the volume of the trailer (an independent parameter);
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e the number of trailers used to form the so-called “cotton trains” delivering raw
cotton to the cleaning factory (an independent parameter);

e the number of harvesters (an independent parameter);

o the weather forecast (a random disturbance parameter);

¢ the type and agricultural quality of soil (an independent parameter);
o the harvesting period for cotton (an independent parameter);

o the budget to be assigned for cotton harvesting in a cotton-growing district (a
dependent parameter);

e harvesting expenses per square unit of plantation (a dependent parameter);

e the weight of cleaned cotton obtained from the above (a dependent parameter),
etc.

The cotton harvesting organization system is, thus, an extremely complicated one.
However, using harmonization models as suggested in this paper may result in
significantly increasing the system’s utility.

A promising application area of the discussed theory and methodology lies in
developing new approaches for designing hospitals (or providing capital investments
for expanding existing medical health facilities) in rural areas [135]. The basic
parameters to determine hospital’s utility may be listed as follows:

e the main costs of designing and building a new hospital (an independent
parameter);

o the population to be serviced (an independent parameter);

e accessibility and the geographical distance from the hospital to most remote
settlements (an independent parameter);

o the number of beds (a dependent parameter);

e various quality and quantity parameters of medical care (partially dependent
parameters);

o the average number of days for a patient to stay in the hospital, i.e., the patient’s
“turnover” value (a dependent parameter), etc.

Thus, a hospital is a good field for implementing harmonization trade-off problems.
Note that within the last three decades numerous decision-making models on health
care and health service have been described in various publications. However,
attempts to define the hospital’s utility in its entirety have not been undertaken as yet.

IV.In recent years another important field for implementing the utility theory presents

itself in the mobile communication business (M-Commerce). The harmonization
trade-off to be optimized may be formulated as a compromise between capital
investments in cellular telephones’ infrastructure (like the amount and capacity of
transmitting stations), on one hand, and certain reliability parameters of providing
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services to local internet based enterprises (connectibility and accessibility to the web
by mobile phone, throughput of information, etc.), on the other hand. Here the
number of basic parameters seems to be lower than in examples outlined above, but
the levels of dependency between those parameters have neither been formalized as
yet, together with the system’s formalized description.

85.5 Main research stages to implement harmonization models

In order to apply harmonization models to practical OS the following research stages
have to be undertaken.

Stage 1. Within the course of this stage the OS under consideration has to undergo a

careful and thorough inspection in order to:

determine all the information and the material flows which pass through the
system, including income and outcome flows;

determine all the coordination and control signals connecting various elements at
different hierarchical levels;

determine all control actions for the case when the organization system undergoes
on-line control;

determine the system’s goals to be achieved in the course of the system’s
functioning;

determine the main links between the system’s hierarchical levels;

determine the existing techniques for governing and monitoring subordinated
hierarchical levels;

determine the formalized description of the operations to be carried out at each
hierarchical level:

determine the main system’s restrictions.

Thus, in short, implementing Stage 1 results in undertaking preliminary inspection of
the system.

Stage 2 has to be carried out in order to:

single out all the essential, basic system’s parameters which mostly affect the main
quality and quantity estimates of its functioning;

subdivide the previously obtained basic parameters into an independent and a
dependent subsets;

formalize functional dependencies between the basic parameters by means of
statistical analysis, by applying theoretical approaches or by using expert
information:;

determine the upper and lower bounds for all basic parameters;

determine the system’s utility on the basis of the values of essential parameters.
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Note that Stages 1 and 2 are usually carried out by system's analysts.

Stage 3 results in determining and, later on, simulating the main random factors entering
the system, and the main random processes taking place within the system’s
functioning. To carry out the stage one has to:

e single out all the random variables in order to determine their probability density
functions;

o determine the random processes at each hierarchical level,

e develop a preliminary simulation model in order to connect all the stochastic
processes entering the system;

o determine decision-making rules for essential events of the simulation model.

Stage 4 results in formalizing and developing optimization models, including both
harmonization models and partial harmonization models. To implement the
stage one has to:

e develop a simplified and high-speed version for optimizing independent
parameters;

o develop a high-speed heuristic procedure (usually by means of simulation) to
optimize dependent parameters on the basis of the independent ones;

e to undertake a search procedure to optimize the system’s utility.

Stages 3 and 4 have to be performed by system analysts who are qualified in
harmonization modeling.

As far as we are concerned, nowadays there exist only two classes of OS being able
and ready to accept the developed harmonization theory:

e semi-automated, man-machine technical systems under random disturbances
which comprise several hierarchical levels and can be controlled by means of
decision-making at inspection points only, and

e abroad spectrum of project management systems under random disturbances.
The reasons for the above conclusion are as follows:

e Dboth classes of organization systems within the last five decades have already got
accustomed to numerous trade-offs (cost — reliability trade-offs in technical
systems, time — cost trade-offs in project management) being dealt with by means
of optimization and simulation models;

e in spite of the poor techniques and the restriction to only two basic parameters,
formalized descriptions of both systems have been carried out properly.
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Thus, practically speaking, research Stages 1-3 as outlined above are a by-gone day
for those systems, and implementing the last stage is not going to result in inflicting
additional heavy cost losses. The gain to be obtained will be swift and effective.

In contrast to those systems, other OS are only starting to be formalized, i.e., are
passing their baby-hood period. Since the broad scientific community is interested to
enhance the development of new managing models, we suggest to take the same
measures which have been taken so rapidly and so effectively in project management five
decades ago: namely, we suggest to incorporate in each OS a research team or a
department comprising various skilled scientists from different areas, including an expert
team. The goal of such a research division would be to carry out the above four stages in
order to formalize the system’s functioning. One cannot hope that the success to be
obtained may result from the enthusiasm of just a few individuals; but the anticipated
benefit from implementing harmonization models can prove to be tremendous.
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Il Chapter 6. Risk Management in Organization Systems

86.1 Risk management techniques for large organization systems

6.1.1 General introduction and definitions

Risk is a major factor in organization systems (OS), especially for projects under
random disturbances, e.g., various research and development (R&D) projects. In project
management one usually refers to high levels of uncertainty as sources of risk [7, 39-40,
43, 45, 50, 61, 86, 115, 118, 122-123, 140, 156, 168, 180]. Principal sources of
uncertainty include random variations in component and subsystem performance,
inaccurate or inadequate data and the inability of proper forecasting. The following
uncertainties can be taken into account in large OS [168]:

1.

Uncertainty in scheduling. Changes in the environment that are impossible to
forecast accurately at the outset of a project, are likely to have a critical impact on
the length of certain activities.

. Uncertainty in cost. Limited information on the duration of activities makes it

difficult to predict the amount of resources required to complete them on schedule.
This translates directly into an uncertainty in cost.

. Technological uncertainty. This form of uncertainty is typically present in R&D

projects where new (not well tested and approved) technologies, methods,
equipment, and systems are developed or employed. Technological uncertainty
may affect the schedule, the cost, and the ultimate success of the project.

. Market regulations. New regulations may affect the market for a project, while

certain changes in the policies of project management participating organizations
may disrupt the project's implementation.

. Human uncertainty stems from erroneous judgment in the course of designing the

system by a human operator, especially when an emergency starts to develop.

Outlined below are some classical definitions related to risk in OS including project
management [50]:

Failure is the inability of a system, subsystem, or component to perform its
required function.

Quality assurance is the probability that a system, subsystem, or component will
perform its intended function when tested.

Reliability is the probability that a system, subsystem, or component will perform
its intended function for a specified period of time or under normal conditions.

Risk is a combination of the probability of an abnormal event or failure and the
consequences of that event or failure to a project's success or system's
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performance.

e Risk analysis (assessment) denotes any process and procedures of identifying,
characterizing, quantifying, and evaluating risks and their significance.

¢ Risk management denotes any technique either used to minimize the probability of
an accident or to mitigate its consequences with, for instance, good engineering
design, good operating practices, or preventive maintenance.

e Uncertainty is a measure of limits of knowledge in a technical area, expressed as a
distribution of probabilities around a point estimate. The four principal elements of
uncertainty are statistical confidence (a measure of sampling accuracy), tolerance
(a measure of the relevance of available information to the problem at hand),
incompleteness and inaccuracy of the input data, and ambiguity in modeling the
problem.

Once the risks are determined, managers must decide what levels are acceptable based
on economic, political, and technological judgments. The decision can be controversial
because it necessarily involves subjective judgments about costs and benefits of the
project, the well-being of the organization, and the potential damage or liability.

Risk is tolerated at a higher level if the payoffs are high or critical to the organization.
What-ever the level of risk finally judged acceptable, it should be compared with and, if
necessary, used to adjust the risks calculated to be inherent in the project. The probability
of failure may be reduced further by use of redundant or standby subsystems, or by
parallel efforts during development. Also, managers should prepare to counter the
consequences of failure or setbacks by devising contingency plans or emergency
procedures.

Risks may be caused by several factors [148-149, 168]:

1. Technology. Since technology is expanding by rapid pace a new product may
prove to be obsolete at the moment of the project's completion. In order to avoid
this risk, the project management has a tendency to use the latest technological
designs which in some cases may be unproven.

2. Complexity and Integration. Since modern complex systems are based on the
integration of parts and subsystems, the interfaces between those components may
be s source of risks.

3. Changes. Virtually all projects are subject to design changes through their life
cycle [49, 122]. Those design changes may be risky since each change may have a
different effect on the system and its components. As a result, the risk of
integration may undergo an essential increase.

As a matter of fact, whenever the design process or the design itself deviates from
current procedures and established techniques, technological risks are introduced. These
risks can be related to the product design, to the process design, or to the design of the
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support system, and may vary widely in magnitude. For example, in product design a
low-level risk might be one associated with a modification of an existing sub-assembly.
A moderate-level risk would concern the design of a new product based on currently used
technologies and parts (integration risks); a third, even higher level of risk is related to
the use of new materials, such as ceramics, in a product that was previously fabricated
out of conventional metal alloys.

It can be well-recognized that the risk management techniques comprise both risk
assessment procedures together with a variety of techniques for evaluating cost and
benefits of alternative projects or policies. The corresponding steps in risk management,
thus, include determining objectives and goals for all project options, ident