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The results of [1, 2] are generalized to the case of incomplete information at the headquarters.
Necessary and sufficient conditions are derived for optimality of correct functioning mecha-
nisms when the varied components in the optimal synthesis problem are the planning proce-
dure and the incentive system for the elements. Sufficient conditions for optimality of correct
mechanisms are given. A number of new coordinated planning procedures are also considered.

1. In [1, 2] we developed a model describing the functioning of a two-level active system, formulated the
optimal synthesis problem for the functioning mechanisms under the assumption of complete information at the
headquarters, and derived necessary and sufficient conditions of optimality of correct mechanisms both on the
set G with a fixed system objective function & and a fixed system of incentives f, and also on the set Gg,7 when
only the system objective function & is fixed. Constructive sufficient conditions were derived for optimality of
incentive systems ensuring that the plan is met.

In this article the results previously obtained in {1, 2] under complete information at the headquarters
are generalized to the case when the headquarters has access to incomplete information about the goals of the
elements, the system objectives, and the possible system states. Necessary and sufficient conditions are de-
rived for optimality of correct functioning mechanisms on the set Gf, under incomplete information; con-
structjve sufficient conditions are given under which incentive systems ensuring that the plan is met are optimal
on some set of functioning mechanism. The optimal synthesis problem is generalized to one class of mecha-
nisms with coordinated planning procedures, which include the correct functioning mechanisms, the partially
coordinated planning mechanisms, the coordinated plan-exceeding mechanisms, and various combinations of
these mechanisms. Previously mechanisms of this kind were considered in [3-5].

2. The model of a two-level active system functioning under incomplete information at the headquarters
differs from the model described in [1] in that the system objective function ®, the element incentives f, and the
set of possible system states Y are known at the headquarters up to a set Q of uncertain vector parameters r,
It is assumed that the elements know the values of the parameter r when they select their state, but there is no
exchange of information about the value of the parameter r between the elements and the headquarters. As be-
fore, we assume that the elements choose their states independently of one another [6].

Assume that the headquarters attempt to eliminate the uncertainty by using the guaranteed outcome prin-
ciple [6]. Then the effectiveness of the system functioning mechanism is measured by the criterion K(X) =
minK(Z, r) over r€ 2, Here K(z, r) =min® (x, y, I) over YER(f, x, r) is the guaranteed estimate of the objec-
tive function ¢ on the set of solutions of the game of the elements R{f, x, r) = {y| y =X, if X6 P({, x, r), else ye¢
P(f, %, r)} given the incentive system f, the plan x, and the parameter r and assuming friendly locally optimal
behavior of the elements; P(f, z, ry={y=Y (r)|f(x:, ys ry=fi(x, 2, r), zY(r), i€l} is the set of locally optimal
states of the elements.

Remark. The dependence of the system objective function & on the parameter r characterizes the varia-
tion of system goals. In some cases, even if the initial system objective function does not depend on the param-
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eter r, it is important for practical purposes to consider the synthesis problem with a "weighted" objective
function &'(x, y, r) = ®(x, y)/6(x, r), which may correspond, say, to some multicriterial problem {7]. The
function ¢ may be taken, say, in the form §(x, r) = max®(x, y) over y€Y(r), 6(x, r) = max® (y, y) over yeY(r)
or §(x, r) = (x, y(x, r)), where y(x, r) is some prespecified function of x and r.

The optimal system problem under incomplete information at the headquarters may be written (as under
complete information) in the form :

K($)=max K(3), $=6s 6L - (1)
E£G£
Here and in what follows we assume that both max and min exist. We use the same notation as in the pre-
ceding articles [1, 2].

Let us consider some basic solutions of the problem (1). On the set Gr (Gza = Gr), without any supple-
mentary constraints (G, CGg®), the solution of the problem (1) is the mechanism SOPP - (g, f, 7OPP) with
optimal planning procedure with state prediction TOPP generalized to the case of incomplete information at the
headquarters; :

nOPP: XOPP =Arg max[min min @ (z, y,r)].

xaX(f) reg yeR(f,x,r)

Here XOPP g the set of plans generated using the procedure 7TOPP, The procedure 1OPP exists regard-
less of the specific amount of information available at the headquarters, but it obviously depends on the set @,
Moreover, as the set Q becomes larger, the system functions less effectively with this planning procedure. In-
deed, if Q' C Q, then

min K(Z,r)=minK(3,r).
reQ’ reg
i As ng take the set of correct functioning mechanisms 52. The set of perfectly coordinated plans under
incomplete information at the headquarters given the incentive system f and the set Q will be defined as S(f, Q) =
NS, S, n={ecY @) |fi(zy x, r)=fi(z, y, r), y=Y(r), icl} is the set of perfectly coordinated plans for
rag .

the case when the parameter r is known at the headquarters. The elements are motivated to implement plans
from the set S(f, Q) for any r€Q, If S(f, Q') = ¢ and S(f, Q')nS(, r) = ¢ for any r€ Q\Q', the elements are
motivated to implement only those plans with re Q.

The solution of the problem (1) on the set GynGy, is the mechanism £OPC = (&, f, 7OPC) with optimal
perfectly coordinated planning procedure 7OPC generalized to the case of incomplete information at the head-
quarters;

7OFC. xOPC, Argmax [min ©(z, z,1)}].
x=X(/INS(f,92) reQ

Here XOFC is the set of optimal perfectly coordinates plans generated by the procedure TOPC,

For 2O0PC, unlike for OPP, the very possibility of constructing the procedure fOPC, as well as the ef.
fectiveness of the functioning mechanism, depend on the degree of ignorance of the headquarters. As the head-
quarters ignorance increases, in general, the set of perfectly coordinated plans becomes more restricted:
Q'CQ implies that S(f, ©) C S(f, ). In the final analysis, increasing ignorance may lead to a situation such
that S(f, @) =¢ and the procedure TOPC does not exist at all. If ¥(Q)= NY()* ¢, the fact that S(f, @) = ¢ is

attributable to a poor choice of the incentive system. This difficulty in principle is avoidable within the frame.
work of our model of functioning mechanisms. If Y(Q) = ¢, we have to apply additional data generating proce-
dures in order to reduce the headquarters ignorance [6, 7].

LEMMA 1. Let Y(R) # ¢ and for any z=Y(Q), y=Y (), reQ, il ¥y

Xi(zs, y) = max[ max k(y,r)— max h,(y;,r)1,
-EY‘

reQ visYi.'r)
then S(f, Q) #¢, where by ©) = §i05, yi» ©) and x; (xp, ¥3) = 055 v 0 £, vy, 1),

The proof of the lemma is analogous to the proof of Lemma 2 in [2].
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As we see, under incomplete information at the headquarters penalties for deviation of the element states
from the plan in general are no longer sufficient to ensure that S(f, 2) = ¢,

Define the set of efficient perfectly coordinated plans A (2, Q). This is the set of plans which, if performed
are no less effective than the plan x given the mechanism 3 and the set :

A, Q) ={z=Y(Q) |min ® (z, z,r) =K (Z)}.

reg

)

Then the set 4(G,., Q)= [1 A(Z,9Q) is the set of all efficient plans with respect to the set of mechanisms

zec, ,
Gf, r and the set Q,
Denote Y(f, x, r) = {z]|z = x, if x€R(f, %, 1), else z€Y(r)}.
Let us consider the optimality conditions of correct functioning mechanisms on the set Gg r. We have
1°, JfeG,: A(Gx QNS F, Q)NX(F)#4;
2° HfeG,, 1A (G, QNX(F) : VyeY(r), is], reQ:
Fi(@sy 24 1) 2Fi(£4 y3, 7)5 . @

3° dfeq,, :=X(PHNY(Q) : Vied,, seX(f) : UzR(f, z, r'), reQ: Vy <Y (r), reQ, i€l inequality (2) and the in-
equality

o, 2, )20,z 1) 3)

4° dfeGy, 2=X()NY(Q) : VieG, 2=X(f) : Az€Y (f, 2, ), r'eQ: VyeY (r), reQ, y'eY(r), isl inequality (3)
and the inequality

fi(x‘fy -ti, T‘) _fi(fiy Yiy r) >fi(xh y\‘lv T') _fi(z‘a 24y T")
are satisfied.
There is no analog of condition 5° from [2] under incomplete information.

THEOREM 1. The problem (1) has a solution if and only if any of the equivalent conditions 1°-4° is gatis.
fied.

The proof of the theorem in general outline coincides with the proof of Theorem 1 from [2].

Condition 1° is the set-theoretic form of the optimality condition for correct functioning mechanisms un-
der incomplete information at the headquarters.

Conditions 2°~-4° are alternative forms of the condition 1°.

Conditions 1°-4° are valid under very general assumptions concerning the properties of the relevant func-
tions and sets. Additional "useful" information about these properties generally allows constructive modifica-
tion and simplification of the conditions 1°-4°, and especially 4°. For instance, let r = (ry, ry, r3), T€Q, O=
£y X Qy X 2 and assume that & depends only on a single component ry, f depends only on r,, and Y only on r3.
Then the form of problem (1) is not changed. In condition 1° we get s, @) = S(f, §2, X 3}, Condition 4° may be
recast in the form: 4%. HfeG,, 1eX(H)NY(Q) : VIEG,, zeX(f) : AzeY (f, z, 1, r), ra€0,, ryels:

Vys U Y(r), y'€¥(r), i=l:

€0
min ® (£,%,r,)= min ® (z,z,71,),

rie0, TiER;

min [§:(£,, £, pY—F: (&0, ys, Y 12Fil2s, 4 1) —fo (@0, 30, 12)
PEM
We see that when the headquarters has incomplete information only about the system objective function
®, the problem reduces to the case of complete information in a system with the objective function ¢'(x, y) =
min &(x, y, ry) over r;€Q,, Similarly, if the center also has incomplete information about the goals of the ele-
ments and the possible states of the system, while the parameter r, is independent on the parameters r, and r,
the problem (1) reduces to a synthesis problem with the objective function &',

A particular case of the condition 4°a is obtained when the headquarters only has estimates of the system
objective function &, the incentive system £, and the set of possible states Y:

1618



O=0'={0| 0™z, y) <O (z, §) <Oz, y)},

fe]w={f|f{nm(1;, y,)éf, (.z,-, yi) sf:nax(xiy yi)1 lEI}i
Yey'={(Y|Y™MEy<sy™},

Then the necessary and sufficient condition 4°a takes the following form;:

4°b. Hf'=G,, teX (F)NY™Vieq,,

ze=X(f°) : dfef’, Yev°, z=Y(f, z):
Vyey™® yev, fef, il
O )= @min(g, 2),
Fi(2i, 2)—F (&, g =1 (s, y') —filzi, 23).
3. Sufficient optimality conditions for correct functioning mechanisms derived in [1, 2] under complete
information at the headquarters may be generalized to the case of incomplete information. Let us consider the

sufficient conditions which follow from condition 4°. The cases corresponding to conditions 4°a and 4°b may
be investigated along the same lines as condition 4°,

As in [2], we define sets of functioning mechanisms such that constructive solutions of the problem (1)
exist on these sets or on their intersections.

The set of functioning mechanisms for which the system suffers losses as a result of the deviation of the
actual states of the elements from the plan is denoted by G'={(Q, {, >G:|O(y, y, 1) =0 (z, y, 1), y=Y (r), reQ}.
We also denote G:*={<0, f, 2>=G:|UreQ, feG,: Y(=Y(Q), UY@<=X{), S Q) *g},

req

GP={(Q, {, ©2eC;:|dreQ, feG, R(f, z, )NY(Q)0X(f) =4,
S(f, Q)*¢},

G={KD, §; ©>eG;|df=G,: VzeX(H)NY (Q), y=¥ (), reQ,
iel:

fi(ziv 24, T) _.fi(zis Yy T) >fi(zl'! Zj, T') _ff(xl'v Y, r)}‘

The remaining notation is as in [1, 2].

COROLLARY. Correct functioning mechanisms solve the problem (1) if one of the following conditions is
satisfied:

1. dfeG,*:VieX(§), ye¥ (), reQ, icl:
fi(i'n Zy, r)_fi(‘tiv Yi, r)ZO;
2, HfsG*:VieG”, teX(F)NY(Q), zeX(f), y=¥Y (), reQ, icl:
Fulgy, &4 r) ~Fi(dy, yi, )=}z, 24 1) ~fi (25, Yo T);
3l, FfeG,”:VieX(H)NY(Q), yeY (1), reQ, il
max max fi(z,y:7), if Z,=y;,

ieG} x,ex (f)

Fleuyar)= . )
min  min fi(zi, y:,7), if £y
IeE‘,’ x,eX.(f)

4', Tfe@ :VicX(HNY(Q), yeY (1), req, il

" ~ S
max f; (z;, Yir T, if Ti=¥
fA( - ) 1y -
iTn Yo 1) = . - S
min f; (3 Yis r)’ if T, 5y
=124
fEG,

The corollary is proved along the same lines as the corollary in [2].

If the incentive system f = (h, x) is characterized by a fixed function h, we obtain:
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1la, Hyeq, 2 (h) :VjEX(&), yeY (r), req, icl:
&i(ii, yt) >h’i(yi1 r) _h‘ (Zﬁiv T'),
2'a. HysG,'(h): VysG!(h), z=X(y), +€X(NY(Q), y=Y (), r=Q, icl:

K (Es 4) 2@, 3~ (@0 20 =Acys, Q), XelE4, y:) =0,

where
oo , if pEXi(x)NY(Q),
Ai(yq, Q) = j max [ max hi(ysr)— max hi(ynr) ], if y:X(x)NY(Q).
reqQ  eY(r) VEX (0NY (D) .

3la. HFyeG, (k) : VieX()NY(Q), yeY (1), reQ, icl:

0, if z,=y;,
(T ¥) = max max %, (x;,y), if 1%y,

xeéf ") neX; ()

41a, Hy e= Gyt (h): V%EX(X)H YQ,y=Y (), re, iel:

L2y yi) = T{‘: 7:(To, Yi)-
A=Gy )

Under these conditions, the set Gy may be replaced with the set 623.

The condition 1la substantially differs from the analogous condition of high penalties under complete infor-
mation [1, 6]. The inequality in condition 1!a is no longer sufficient. In this case, additional assumptions are re-
quired concerning the set of the objective functions of the elements Gf and the set of possible states of the sys-
tem Y. One of the requirements ensuring sufficiency of condition 1!a is formulated in Lemma 1.

An analog of condition 2!a under complete information is the condition of strong coordination {1, 6]. The
difference is that there are constraints on the minimum penalties and also on the magnitude of their difference,
Thus, under incomplete information, continuous penalty functions do not necessarily satisfy condition 2'a.

4. The method proposedin[1, 2] for constructing the solutions of the optimal synthesis problem (1) in the
class of correct tunctioning mechanisms under complete information may be generalized under incomplete in-
formation to represent coordination of more general type. The need for such a generalization is motivated by
the specific functional features of systems mainly under incomplete information, when correct functioning

mechanisms without communication are either insufficiently effective [6] or cannot be implemented at all (e.g.,
if Y(9) = ¢

The proposed generalization consists of the following. By analyzing the system performance and using
the prevailing standards and regulations, the headquarters generates the set of functioning mechanisms G_&
that satisfy the supplementary constraints. Let us consider the case when the constraints on functioning mecha-
nisms may be represented as constraints on the system states and written as a set of coordinated states I, de-
pendent in general on the plan x and the parameter r. The elements will clearly strive to achieve the states of
this set (assuming friendliness of the elements and the headquarters [6]) if the headquarters assigns plans from
the set SL(f, r) - {x| L(x, r) n P(f, x, r)= ¢}. The set SL(f, r) will be called the set of I-coordinated plans given
the incentive system f and the parameter r. As with perfect coordination, we denote by S*(f,Q)=(]S%(f,r) the

reQ
set of L-coordinated plans given the incentive system f and the set Q; by
AN T 9= {z|min min® (z, y, r) > K (2)}
reQ y&EP (f, x, NNLE, 1)

we denote the set of plans which are not less effective than the mechanism ¥ under L-coordination, given the
incentive system f and the set 2. The optimality conditions for I~coordinated mechanisms are constructed as

in the case of perfect coordination considered above. For example, an analog of the optimality condition 1°

has
the form

I'c. HfsG;:AY(Gyq, F, QNS*(F, QNX(F) #4.

The specific form of the analogs of conditions 2°~4° and the form of the sufficient optimality conditions for
L-coordinated mechanisms depends on the properties of the set of coordinated states L. Therefore, sufficient
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conditions should be derived separately for each particular case of coordination. Let us consider some sets
of coordinated states which actually occur in organizations.

In case of perfect coordination, L!(x) = {yly = x} for every reQ,

In case of partial coordination, such as that considered in [4], L2(x, r) = {(y!, yD€Y(r)|y! =x!} for every
r€Q, where x = (x, x?). Here the plan should be met only with respect to some of the components with the
superior index 1. :

Coordination which allows to exceed the plan or to minimize the deviation of the actual state from the
plan are particularly important under incomplete information at the headquarters, since even if Y() = ¢,
mechanisms with these types of coordination are realizable. Examples of coordinated plan-exceeding states
are the following: L*(x)={yly>z}, L*(z, r)={yeY (") |T2eY (r) : diel, jel, : 2>y, 2>y}, L(al, o, r)={y=Y (@)n[zf;
dl)|y>z, 2€Y (r)N[af; 2]} and Lé(af, zi ry={yeY () N[af; zi][TzeY (r)N[af: 2l] s diel, jel.: >y, z;>y;), where
= is the partial order symbol [7], xl is the initial plan, xf is the final plan, [x}, xf} = iyl xf= y= xi}. The cases
of L'-coordinated and 1°-coordinated functioning mechanisms were considered in [3] and [5], respectively. In
particular, the I.°-coordinated mechanism motivates the elements to achieve states that are "closest" in the
sense of the given preference relation to the final plan xf, from {xl, £},
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